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Abstract
This paper attempts to assess empirically the contribution of three

structural shocks--monetary, institutional (financial and fiscal), and
technological--to output and velocity fluctuations in the national bank era
and the post-1973 peried. To identify these shocks we impose only long-run
restrictions, derived from a monetary growth model. We find that higher money
growth increases (decreases) velocity in the first (second) period, depending
crucially on the resulting changes in the transactions frequency.
Credit-enhancing financial or expansionary fiscal shocks have a permanent
positive effect on velocity and a hump-shaped effect on output, whereas
technological shocks cause velocity to decrease in the short run and output to
move to a permanently higher level.
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I. Introduction

The sources of output fluctuations as well as the links between the real
and the monetary sector have always been at the heart of macroeconomics. This
paper revisits these Isgues by focusing on the movements of inéome veloclity
and output. We estimate a structural vector autoregressive (VAR) model to
empirically assess the contributien of monetary, Institutional, and
technologlical shocks to fluctuations in the aforementioned macroeconomic
aggregates. Following Blanchard and Quah (1989) and Ahmed, Ickes, Wang, and
Yoo (forthcoming), we impose only long-run restrictions, based on the
theoretical predictions of a monetary growth model, to identify the structural
disturbances, and let the data determine the short-run dynamics.1 The study
provides additional evidence on the money-output correlation, as well as on
the causes of money velocity movements. The results obtalned can generate
significant policy Iimplications, since any unpredictable changes in velocity
cast serious doubts on the desirability of monetary targets pursued by central
banks. 2

Traditionally, movements of money velocity have been attributed to
factors affecting the demand for real balances. Based on the standard
inventory model, e.g., Baumol (1952), the veloclity of money ls often expressed
as a function of real income and the nominal interest rate. An increase in the

nominal interest rate increases the cost of holding money, reduces the demand

for real balances and, given a constant level of real income, Iincreases

1

Blanchard and Quah‘s original work, which examines the 1mportance of
aggregate supply relative +to aggregate demand shocks, has been extended te the
study of labor market disturbances {Shapire and Watson (1988)] and of

internatlonal business cycles {Ahmed et al. (forthcoming)]. The interaction
between the real and the monetary sector, however, remains an open lssue.
2

For example, the recent Instability of the M1 velocity was a wsajor factor In
the Federal Reserve's deemphasis of Ml as a monetary target.



veloclty. On the other hand, changes in real income affect money velocity
positively (negatively) only 1If the income elasticity of money demand is less
{(greater) than one. Recently, Bordo and Jonung (1987, 1990) have found that
institutional varlables which affect the level of financial development are
significant determinants of money -velocity in flve -advanced countries
including the United States. Also, Small and Porter (1989) argue that much of
the short«run variability 1n M2-veloclity can be explained by changes in the
cpportunity cost of hclding money balances. Nevertheless, the behavior of

money velocity has not been examined within alggneral equilibrium framework

which explicitly takes into account the dynamic interactions between the real
and the monetary sector,

To study the movements of veloclity within a general equlilibrium
framework, one needs to examine first the effects of money growth on real
macroeconomic aggregates and especially on output, a channel which has not
been considered 1in the existing emplrical 1llterature on velocity. Tobin
{1965), using a model in which money 1is treated as an asset to hold, argues
that more rapid money growth leads to higher holdings of capital relative to
money, and, hence, increases output and consumption, which 1s known as the
"Tobin effect." However, if money is treated as a factor of preoduction or 1if
it is required prior to purchases of the capital good [Stockman (1981}], then
the opposite result emerges, usually referred to as the “reverse Tobin
effect." Furthermore, the real-business-cycle models claim that monetary
shocks do not play any significant role as a source of persistent output
movements. The money-output correlation is instead due to a reverse causation
via the increase in the demand for transaction services as output lncreases
[King and Plosser (1984)].

This paper emphasizes the transactions role of money by constructing a



dynamic general equillbrium model in which money iIs Iintroduced through a
modified cash-in-advance constralnt. We alter the traditional framework in two
ways. First, we do not restrict the consumptlon interval to celncide with the
money holding interval and second, we allow only a fraction of the capital
good to be subject to the cash-in-advance constraint. This fractlon is assumed
to depend on institutional changes, either in the financial markets or 1in the
fiscal structure, hereafter simply referred to as "institutional shocks". Such
shocks can be treated as combinations of money demand (financlal) and 1S
(fiscal) disturbances. These institutlonal shocks then together with any money
supply shocks constitute what economists conventlonally refer to as interest
rate innovations.

Our theoretical results suggest that a technological or Institutjonal
improvement will lead to higher output. The former, if it is Harrod-neutral,
will not affect the steady-state income velocity of money. Furthermore, in the
presence of large variatlions in the transactions frequency, the Tobin effect
will emerge, contrary to the standard cash-in-advance models [e.g., Stockman
(1981)]. If, on the other hand, the transactions frequency does not vary much,
a reverse Tobin effect will be present and velocity, contrary to standard
beliefs, may decrease as the money growth rate increases.

Based on the long-run predictions of ihe theoretical model, we perform a
structural VAR analysis using quarterly U.S. data to examine the short-run and
long-run interactions between the growth rate of money, the M2-velocity of
money, and output. The data used cover part of the natlonal bank era
(1880:1-1912:11), as well as the post-1973, flexible-exchange-rate period
{1974:1-1990:1V). These sample perlods are of special interest since business
cycles occurred more often than in any other period [see Morgenstern (1959)

and Dornbusch and Fischer (1986), respectively]l. Also the correlation of



business cycles across countries has been found to be small [see Mitchell
{1929} and Dornbusch and Fischer (1986), respectivelyl, as opposed to the
interwar period and the post-World War II periocd under the Bretton Woods
regime. This enables us to restrict our attention to a closed-economy
framework without introduclng a significant blas. Furthermore, our focus on
these two perlods is Justified by the fact that they differ considerably not
only with respect to the exchange-rate regime but also the average inflatjion
rate. The latter is expected to have a significant impact on the frequency of
transactions and thus the velocity of money.3

In the natiocnal bank era, we find that higher money growth reduces both
output and velocity, indlicating that the effect of anticipated inflation on
the transactions frequency 1is negligible. In the post-1973 period, on the
other hand, persistent inflation highlights the role of transactions
frequency. As a result, velocity responds positively to the growth rate of
money, corroborating standard bellefs. We also find that any institutional
change which enhances credit transactions increases velocity permanently and
has a short-run positive effect on output. Furthermore, a technological
improvement increases output smoothly and gradually, but tends to reduce the
MZ-velocity in the short run. The latter suggests that M2 1s a luxury good. In
contrast to the traditional inventory model, however, even if money 1is a
luxury good, velocity may still be positively correlated with output in the
case of monetary or Instituticnal changes.

The remalnder of the paper is organized as follows. Section II develops

The average inflatien rate over the period 1974-1990 was 5.9% (o.026), as
opposed to  ~0.258X (0. 024) which occurred during the period 1880-1512 (standard
deviations in parentheses). Moreover, the small standard deviation relative to
the average in the post-1973 perlod indicates that the inflation experienced
was relatively persistent,



the thecretlcal model which is used to illustrate the propagation mechanisa of
the structural shocks. Sectlon III ocutlines the empirical methodology. Section
1V presents the empirical findings obtajined from the analyses of impulse
responses and v;rlance decompositions. Flnally, section V provides a brlef

summary and some -suggestions for.future research.

1I. An Illustrative Model

The following general eguilibrium model is used to 1llustrate the
propagatlien mechanism of the structural sheocks., It also provides some
theoretical foundations of the 1long-run causal ordering of the three
macroeconomic aggregates mentloned above--the growth rate of money, the
velocity of money, and output. This orderding ls used below to identify the
structural VAR system.
A. The Model

Consider an economy in which a representative agent with perfect

[--)
foresight seeks to maximize her lifetime utlility, U = [ Btu(ct). where <, is
=0

per capita consumption and Be(0,1) is the constant discount rate.4 In each
peried t, she produces a certain amount of output, Yt. The production
technology 1is described by Yt= Atf(kt), where kt denotes per capita capital
stock and At is simply a technological parameter.s Any technical innovation

will increase A, and thus will enlarge the preduction possibilities set. In

4In the presence of two endogenous state varlables, capital and wmoney, it 1is
impoanible to nolve analytically a stochastic model. We construct instead a
model with perfect foresight which can be viewed as the certainty-equivalent
verslon of a stochastic economy.

We assume that both the fellcity, u(*), and the production function, £0*),
have the usual neoclass!cal properties: they are increasing, strictly concave,

twice continuously differentiable, and they satisfly the Inada  conditlons.

Noreover, capital Is essentlal In production and thus f(0)=0,



addition to factor payments, at the beginning of each period the lndividual
receives a lump sum cash transfer s, (in real terms) from the government. Let
Pt be the price level and Ht be the level of nominal money holdings at the
beginning of period t. We can then write the agent’'s budget constraint (in

real terms) as:
m

t
W + St, (1]

c+m + kt+1= Az.f(kt) + -

tel

where n = M‘__/l”t_1 denotes real money holdings and LA denotes the inflation

rate, deflned as n‘_ = (Pt—P'__I)/Pt_i. To simplify the algebra, we have assumed
that the capital stock deprecliates fully at the end of each period.6

The representative agent is also subject to a generalized cash-in-advance

or liquldity constraint: all purchases of current consumption and a fraction,

@, of lnvestment must be made using calsh.7 We allow the fraction 0 to depend

on institutional changes which enhance credit transactions, The followlng

constraint must therefore be satisfied:

c, + 9(¢t]kt+1= 1'[1:]{ -r:;—t + st}. (2)
where ¢ captures credit-enhancing financlal and/or expansionary fiscal
policles, and te(0,w) denotes the frequency of transactions. An increase in ¢
wlll result in a decrease in 6, i.e., B¢ <0. In practice, credit transactions
may be enhanced by the use of bllls of exchange, letters of credit and credit

guarantees.s' In a simllar way, any expansionary fiscal pollcy, such as an

6

All the resultis remain qualitatively unchanged in the case where the
depreclation rate, &, is less than one, as long as the net rate of return on
capital 1s positive, S.e., Afk-a >0.

7

The csses 6=0 and BO=1 are assoclated with Lucas (1980) and Stockman (1981),
respectively. Stockman indeed characterizes both cases, demonstrating that
Boney im superneutral in the first but not in the second cage. The

indermediate case, on the other hand, is analyzed in Koenig (1987).

Financlial developments which encourage thes use of cash, such as the
eatablishaent of NOW and super-NOW accountz=, can be viewed as a reduction In ¢



increase in the government size, will release part of the cash requlrements,
since federal government money holdings are not included 1ln money measures,
and thu§ it will also decrease @ [for a further discussion, see Barro (1978)}.
The transactions frequency, T, on the other hand, is assumed to depend
positively on the endogenously determined inflation rate, 1l.e., Ty >0.9 This
generalizes the cash-lh-advance constraint by allowing the consumption
Interval (frequency of payments) to differ from the money interval {(frequency
of sales).10

In summary, the representative agent seeks to maximize her utlility by
choosing consumption, capital accumulation, and real money holdings, subject
to the private budget and the cash-in-advance constraints, (1) and (2)
respectively, taking as given the paths of prices and government transfers. To

close the model, we next specify the government budget constraint:

s, =m - mk/(1+nt), and the money supply process: P&+1= (1+u)H1.

B. Steady-State Analysis and Comparative Statics

The following equations describe the steady-state equilibrium eof this

economy (see the appendix]:11
= 1 1tu-B 1
Afk(k) T—G'IT 32 G(¢) + 3 , {3)
Af (k) + [o0(¢)-1]lk = T(p)m . (4)

Equation (3) determines capital accumulation and is ahalogous to the

Thls transactions frequency is inversely related to the Interval between
trips to the |bank [see, Baumol (1952) ). For generallzations of the Inventory
wmodel and discussions on the ‘rn >0 assumption, see Fried (1973), Clower and

Howitt (1978), and Romer (1986).

10

The introduction of T in our model closes the gap between expenditure and
cash holdings and hence the cash-in-advance constraint aust hold with
equality,
11

It can be shown that the astatisnary point of this economy Is unique and

saddle-point stable.



modif ied-golden-rule condition.12 Equation (4} demonstrates the steady-state
relatlonship between real money balances and the capltal stock. Utilizing (4)
and p=x, we can also determine the nominal interest rate (i) endogenously:

_ 1 1+pu-p 1
i !Afk[k) *K—m Bz 9[¢) "‘T"'u. (5)

which depends on money growth and institutional (financial and fiscal)
changes.
In terms of the model presented above, the income veloclty of money ls

defined as:

Y c+k c+k 1
Ve o= = =t G =T T 1 (720 M (6)

It is then apparent that wveloclty depends posltively on T and k/Y but
negatively on 8. Differentiating (3) and (4), one can derive the effects of pu,

¢, and A on the steady-state level of output (see the appendix for the

details):
BAf T
dy k u 4
rm = x [(1+p-B) T - 1] =0, {7a)
Af
dy x
—_— e |- - 7b)
3 = [ B¢(1+u s)] > 0, (
2
f
dy _ k 7
=0 (7e)
kk
where A = -tﬂzAfkk >0. Furthermore, using (5) and (&), we obtain:
ALy o8 (e “r 1l 20 (8a)
du th H T <

12

In gensaral, the cash-in-advance economy wlll accumulate less capital than the
one corresponding to the modified golden rule. This follows f{rom ths fact that
part of savings s vretalned in the form of woney. Irf ©=0, bhowever, or I
8=1«l4, then equatlion (3) simplifies to At‘kﬂ/ﬁ. which s the wmodified golden

rule conditlon in an sconomy with fully depreciated capital and constant
population size.



di Py
—— = —%_ (14u-B) < 0O {(8b)
a¢ e

gi = 0 i (SC)
dv v [,._ vV d(k/Y) >

a =7 |8 BJ?T*H]’E"' (92)
dv v [ d(k/Y) k

a9 ‘T_TT%]"" (Sb)
dv vZ d(k/Y)

v —a "% (9e)

where (8c) and (9c) hold if technical progress enters the production function
in a Harrod-neutral t-ray.13

A higher money growth rate has two opposing effects on capital, real
money holdings, and velocity. First, it yields a higher rate of Iinflation,
which ralses the cost of holding money and thus decreases the net rate of
return on capital, given the cash-in-advance constraint. This will in turn
cause a decrease in nominal interest rate, capltal, consumption, real money
balances, and output. Under diminishing returns, the capital-output ratilo
falls, and thus from (6) a lower money veloclty will emerge. This implies that
real money balances decrease proportionately less than output. Second, more
rapid money growth will increase the transactions frequency, T, which releases
part of money holdings. In equllibrium, this .increases nominal interest rate,

capital and output and, under dynamic efficliency, consumption must also rise.

Further, from (6), higher transactions frequency has a direct positive effect

13

The assumptlon of Harrod-neutral technical progress is very COmBON in the
literature since it is required for the exlstence of a steady—state
equllibrium [for example, see King et al. {(1988a)]. Furthermore, if the

preductlion function takes the Cobb-Douglas form then the Harrod-neutral
technical progress becomes {dentlcal to Hicks-neutral and capital-augmenting.



on veloclty.14 In summary, the overall effects of a higher g on nomlnal
interest rate, capital, consumption, real balances, and money velocity are
ambiguous.

Any lInstitutional change captured by an increase in ¢ has a direct
positive effect on money holdings and results in a higher marginal cost of
capital. This decreases the nomlnal interest rate and leads to lower levels of
output, consumption and capital, which, under the cash-in-advance constraint,
requires less money to facilitate transactions. Overall, its net effect on
real money balances ls ambiguous. Nevertheless, velocity will decrease because
even if money balances decrease, output falls proporticnately more.

Finally, a technologlcal improvement I1ncreases the marginal product of
capital and thus increases the steady-state level of capital and output. Under
dynamic efflclency, consumption will Increase as well. Hence, to finance the
higher levels of consumption and investment, real money holdings must also
rise. In the case of a Harrod-neutral technical progress, output and real
balances are found to increase proportlionately and thus, from (6), money
velocity will remain unchanged.

It is worth noting that these results differ from those In the existing
literature In several aspects. First, contrary to the standard inventory
model, output and velocity may move in the same direction, even if money is a
luxury good. In our framework, the direction ln which these two variables move
depends on the parameter (shock) that initiates the movement. Second, 1n
contrast to conventional beliefs, money velocity and inflation may be
negatively correlated when the transactions frequency does not change

significantly. Third, unlike the standard cash-in-advance model, rapid money

i4
This is the mechanlsm emphas!zed in the traditional partial equilibriuvs

{iteratuyra,

10



growth may promote capltal accumulation, i.e., the Tobln effect may be
present. This will occur in the case where Inflatlon increases significantly
the frequency of transactions and thus relaxes the cash-in-advance constraint.
Finally, 1in contrast to reduced-form money demand nodels.- our general
equllibrium framework allows us to decompose the effect of interest rate on
money velocity into two parts; money supply growth and

institutional (financial or fiscal) changes.

I11. The Empirical Methodology

We next use the structural vector autoregression technique developed
recently by Blanchard and Quah {1989). This technique is different from Sims’
VAR approach (Sims 1980) under which the decompositions of the shocks are not
unique and depend on the ad hoc ordering of the variables. It alsc differs
from Bernanke's estimation method [Bernanke (1986)}, which Iimposes
restrictions on the short-run coefficients.ls In contrast, Blanchard and Quah's
method relies only on long-run restrictions. Since most macroecconomic debates
regarding the interactlons between the real and the monetary sector are about
the short-run effects, the use of the Blanchard and Quah’s method seems more
appropriate for this study. Furthermore, we estimate the same system over two
sample perleds with different monetary and exchange rate regimes. Thus, we
need to identify the system without relying on restrictions that would be
appropriate for one regime but not for the other. This seems more likely if we
use long-run rather than short-run restrictions.

We therefore estimate a structural VAR by imposing only long-run

restrictions based on our theoretical model. This procedure enables us to

15
For an empirical investigation of the stabllity of Mi-veloclty using an
approach in the splrit of Hernanke see McMillln (1991).

11



identify the econometric model and to examlne both the short-run and long-run
effects of three types of shocks--monetary, institutional, and technological--
on veloclty and output,

A. Identification

In this section, we outline the identification procedure introduced by
Ahmed et al. (forthcoming). Accordingly, consider any structural model which,
in a moving-average representation, can be written as:

X = G(L)ct R (10}
where Xt 1s a (Nx1) vector of stationary variables, G is a non-singular matrix
pelynomial in the lag operator L, and et is a wvector of N Iindependent,
serially uncorrelated shocks.

Suppose that the theoretlcal framework implies a triangular matrix of the
long-run coefficients, G(1). This and the orthogonality of the structural
disturbances (shocks) are then sufficlent for identifying the system. To see
it, rewrite (10) in VAR form as:

H[L)xt =€, . (11)
where H(L) is the inverse of G(L) and thus H(1) is also lower triangular. By
separating the long-run component, ue'have:

H (L)X, = -H(1)X_ + ¢, , (12)
where H (L) = (1-L)"'{H(L)-H(1)L] and A denotes the difference operator.
Equatioens (io). (11), and (12) represent different forms of the same
structural model. They can all be retrieved as shown below.

Consider the reduced form of (12),

B(L)AX, = QX,_ €. , var(e,)=E . (13)
where B(0) is the identity matrix. This can be estimated equation-by-equation

using OLS and regressing 8X on its lagged values and on X . Moreover,

manipulation of (13) ylelds:

12



JBLIAX, = JX_ +Jd e (14)

where J is the lnverse of the Cholesky factor of (@1)z@?) . Since J is
lower triangular and var(Jo'e”) 1s d£agonal. (14) provides estimates of the
structural parameters in (12) and hence the structural form (10} can also be
retrieved. In particular, notice that the estimated G{1) matrix is equal to

J,

It is well known that the Cholesky factor is unigue up to the signs of
its diagonal elements. Since these signs must be determined within the
theoretical setup, this recovery process 1s unique, indicating that (12) and
hence (10) are also uniquely identified.
B. The Estimated Long-Run Model

Our estimated system includes three macroeconomic variables: the growth
rate of money, the income velocity of money, and output. The three structural
shocks are a money-supply shock (EM)’ an institutional shock which affects
cash/credit transactions (c¢), and a technologlcal shock (e‘}. In terms of our
theoretical framework, these shocks correspond to changes in pu, ¢, and A.
Note, in particular, that a negative c¢ shock indicates a credit-enhancing
financial or fiscal policy.
We use quarterly U.S. data covering the national bank era, 1880:1-1912:11

16 These perlods differ at

as well as the post-1973 perlod, 1974:1-1990:1V,
least in two aspects: the exchange rate regime and, more importantly for the
purpose of this paper, the average inflation rate. As mentioned, the second

period exhibits persistently higher inflation rate (see footnote 3).

6
Although the data for the naticnal bank era are available for a8 1ittle longer
period we truncate them for the following reasons. After the Civll War the
federal government slowly reduced the wmoney supply, and by the year 1879 the

dollar returned to convertlbility with gold at the pre-~war rate. Thus, our
data serles start from 1BBO. On the other hand, the year 1912 s chosen to
avoid the establishaent of a different regime, l.e., the Federal Reserve
System.

13



The data serlies for the first perlod are taken from Gordon (1986) and for
the second, from the Citlibase data tape. The three macroeconomlc variables of
the system are measured as follows. The first, the money growth rate, is
measured as the first difference of the logarithm of the monetary base. The
second variable, the. velocity .of money, is-calculated as.the ratlo of nominal

GNP to M2.}

7 Finally, the third variable, ocutput, is measured by real GNP. Ve
use LM, LV, and LY to denote the monetary base, M2-velocity, and output in log
levels and attach an initial D to these variable names to indicate first
differences (DLM, DLV, and DLY). (All series are plotted in Flgures Al and A2
in the appendix.)

To implement the estimation procedure described in section III.A, all the
variables 1In equation (10) must be stationary. Using the augmented
Dickey-Fuller test, we find the monetary base, M2-velocity, and real 6NP to be
integrated of order one, 1l.e., they are all staticnary in the first
differences.ls .

In order to identify the model, we assume that long-run movements Iin
money growth are independent of institutional or output shocks, i.e., the
elements G12 and G13 of the long-run coefficlient matrix G{(1) in equation (10)
are zero. During the post-1879 national bank era, the gold standard regime was

adopted and changes in the monetary base were tled closely to the exogenous

supply of gold. Thus, at least in the long run, we can treat the monetary base

17

We ume M2 as a wmeasure of nominal money demand because the Mi data series in
the first period is not avallable. Although the M2 maasure involves
precautionary in additien to transactions use of money, we capture this by

allowing for a varlable frequency of transactlons [see equation 2].

IBTh

& Tt-Itltlltlci for the monetary base, the wmoney veleocity, and output are

-2.21, -2.24, and ~-2.76 in the {irst period, and -3.31, =-1.90, and =2.26 1In
the second. All of them are in absolute value below the critical value =-3.45,
at S5 percent mlgnificance level.

14



as being independent of the institutlional or output shocks.19 The exogenelty of
the monetary base 1n the post-1973 perlod however is less obvious. Notlice
though that the adoption of the flexible-exchange-rate regime, over this
period, makes the assumption about the long-run behavior of money supply more
plausible, as compared to the Bretton Woods system. Under the latter regime,
output shocks are likely to lead to changes in money demand and thus changes
in money supply as well, in order for the Central Bank to maintain a fixed
exchange rate. Furthermore, by using the monetary base as a measure of the
money stock we can aveld any criticism regarding reverse causatlon, i.e.,, an
output shock affects money through its effect on the demand for transaction
services.zo

Another identifying restriction is that a technological shock has no
long-run effect on the velocity of money, and so the element Géa of G(1) s
also zero. This 1s based upon the prediction derived from the theoretical
mode] [see equation (9¢)].

In summary, the structural meodel (10), in its long-run form, can be

specifled as:

DLM m G 0 0 €
0 11 m
= 15
DLV vo | * G21 Gzz £ ¢ {15)
DLY yO 31 a2 33 ‘:A

where m, Vv and Y, denote constant terms and all the diagonal elements of

oi

G(1) are positive by construction.

19

During the national bank era, most of the »ajor output innovations were
common world shocks, which under the gold standard regime, generated no
country-speclific feedback effocts on BOnEYy supply. Nevertheless, we do not

preclixie from money accommodations in the short rum. Further support of  the
arguwent that the wmoney wsupply s inelastic with respect to output In  the
natlcnal bank era can be found in Barro {(198%}.

20

Wa  willl further comment en this assumption after performing the  variance
decomposition analysis {see mection IV below).

15



1IV. Results

Theoretically, the fact that G(1) 1s lower triangular implies that it is
also non-singular. In practice, to guarantee the existence of three stochastlc
trends, driving the short-run and long-run paths of M, LV, and LY, we need to
test the hypothesis that there is no co-integration among these variables. We
test various co-integration relationships using the method outlined in Engle
and Yoo (1987). More specifically, we test whether velocity or output are
co-integrated with money. The former will be true under a Cagan-like money
demand setup in which velocity 1s exclusively driven by money growth or
antlcipated Iinflation. The 1latter, on the other hand, reflects perfect
money-output correlation. We also test whether there exlsts a co-lntegration
relationship among all three variables. Velocity may be co-integrated with
money and output if the Institutional shock does not generate any permanent
effect, while output may be co-integrated with the other two variables 1f the
technological shock has only a transitory lmpact. In all cases, we fail to
reject the null hypothesis of no co-integration at the S percent significance
level.21

We are now prepared to estimate the reduced form and then retrieve the
structural model, as given by equation (10). Based on the Schwarz (Bayesian)
information criterion, we have chosen the lag length to be two in both sample

periods.22

ZIThe t-atatistics in testing co-integration between LY-LM, LY-LK, LvY-LK-LY,
and LY-LM-LY are -1.79 {~1.958), -2.89 (~2.59}, -1.93 (-1.95), and -3.01
{-2.58), respectively, for the first (mecond) perlod. All of them are in
absolute wvalue |Dbelow the critical values, 3.39, in the two-varlable case, and

3.93, in the three-variable case [see Engle and Yoo (1987}, Table 2].

2 ..
Lutkepol (1985) presents the results of & sisulation study In which varlous
criterla are <compared with other classical test procedures. He finds that the
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We focus below on the estimated long-run responses, Ilmpulse responses,
and variance decompositions of veloclty and output.
A. Long~Run Responses

By normalizing all dlagonal terms to one, the elements of the estimated
long-run moving average matrix polynomial, G(1), show the long-run responses
of each transformed variable to a one standard-deviation change in each of the
shocks.

Consider first the national bank era. The long-run responses of the
growth rate of velocity and output to a money growth shock are =0.617 and
~0.050, respectively, while the response of output growth to an institutional
shock is 0.639. These results suggest that a reverse Tobin effect is present,
l.e., higher money growth retards output growth, and that the transactions
frequency effect is small; thus velocity decreases as money growth increases,
Moreover, credit enhancement caused by either a financial or a fiscal shock is
found to increase output, which is consistent with our theoretical model. In
general, computer simulated standard errors, using 1000 replicatlons, for
off-diagonal estimates are large. Nevertheless, all of our results except for
the reverse Tobin effect are significant at 95 percent confidence 1evel.23

In the second period, in which sustained inflation was present, we find
remarkably different long-run responses. Specifically, the long-run responses
of velocity and output to monetary shocks are positive (0.261 and 0.200,

respectively}, whereas the response of output to Institutlonal shocks lis

best  c¢riterion is that of  Schwarz, in teras of the frequency  of the

detersination of the true order and the mmallest value of the arror
prediction.
23

The standard arrors {for the eolements Gzl' 631, and 532' of G(1) are 0.26,

0.31, and 0.16, respectlvaly.
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essentlally zero (-0.056).24 Due to large standard errors, however, we will not
draw any conclusion before examining the short-run responses.

B. Short-Run Dynamics

| The impulse response functions show how the dependent varlables respond
over a 20-quarter horizon to a one standard-deviation change in each shock.
The 1impulse responses of the first differences‘of velocity and output for the
first period are shown in Figure la and for the second, 1ln Figure 2a. Starting
from the top, the figures display the responses to the first (monetary), the
second (institutional}, and the third (output) shock, respectively. The
one-standard-error bands are also plotted in these figures. These bands are
not too wide, indicating that the impulse responses are reasonably precise. We
have also plotted the responses of the levels, obtained by accumulating the
first difference responses, which display the results more clearly (Figures 1b
and 2b),

Responding to a monetary shock, output and velocity move in the same
direction. In the first period, they decrease significantly over the first two
or three quarters and then increase slightly for the next four quarters as
they approach a permanently lower level. The adverse effect of a monetary
shock on output diminishes quickly, whereas the adjustment of velocity is
smooth and gradual. The result indicates that, in terms of our theoretical
mode], money growth rate affects velocity 1ndirectly through its general
equilibrium effect on the capltal stock and on output, a channel that has not
been considered in the existing literature. The dynamic responses over the

second periocd, on the other hand, show that both velocity and output respond

24
The standard errors for the elements GZI' 631. and 032 are 5.05, 2.61, and

0. 40.
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positively to the monetary sghock after the Iimmediate impact effect. The
adJustment of velocity ls again smoother than that of output. Based on our
theoretical model, we conclude that, in the case of persistently higher
inflation, the Tobin effect is present. Notice, however, that .t.he positive
impact of money on output starts diminishing after five quarters. Furthermore,
since the transactions frequency plays a more significant role as inflation
rises, the conventional positive relationship between veloclty and money
growth emerges. Using the criterion of one standard error, similar to
Blanchard and Quah (1989), we find that these dynamic effects of the monetary
shock on velocity and output are significant at least over the first few
quarters.

In both perlods, institutjonal shocks, such as credit-enhancing financial
lnnovations or expansionary fiscal policies, increase veleccity and lead to
higher output in the short run. This is conslstent with our theoretlical
predictions. More specifically, the dynamic responses of output are
hump-shaped: the effects are initially big and then go down quickly. In
contrast to the first perliod, the positive effect of the institutional shock
on output diminishes more rapidly in the second period, approaching a negative
but small leng-run value. In general, these results conform with the theory,
developed by Greenwood and Jovanovic {1990), that financlal development
increases the rate of return on capital and thus enhances ecoﬁomic growth. It
also conforms with Rush (1985) who finds that during the gold standard era
fluctuations in output are associatéd with fluctuations in the level of
financial intermediation.

Finally, conslder the responses to an ocutput shock. In the short run,
velocity tends to decrease, Indicating that M2 is a luxury good. The effect,

however, dies out within two years, in both sample periods. The response of
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output te its own shock, on the other hand, is found to be similar to that in
the empirical study of Shapiro and Watson (1988} and that In the calibration
analysls of King, Plosser, and Rebelo (1988). Specifically, it approaches
smoothly and gradually a permanently higher long-run value. Notlce.rhowever.
that this long-run value is much smaller in.the second period than it 1s in
the first.

C. Variance Decompositions

The varlance decompositions are used to evaluate the importance of each
shock 1n explaining changes 1ln the dependent varlables. The estimates in
Tables la-1c (2a-2c) give the percentage of the forecast error variance for
each varlable which is accounted for in the first (second)} perlod by a one
standard deviation change in each shock. The selected horizon ranges from 1 to
20 quarters.

The first noteworthy result 1s that even in the short run, the money
growth rate 1in the first period is virtually exogenous with respect to the
institutional and technological shocks. Specifically, mere than 96 percent of
the variance of money growth is explained by its own shocks. In the second
period, however, about 14 percent of money growth variations are due to
institutional changes. With this feedback effect, our empirical study may
underestimate the role of the institutional shock in the last peried.

Second, money velocity ls explained exclusively by the monetary and
Institutional shocks. Although thelr initialr adverse effects are less
influential, monetary shocks in the first period account for more than 20
percent of veloclty movements over a longer horizon. On the contrary, in the
second period, their importance decreases as we increase the horlzon length.
Moreover, 1in both periods, Institutional shocks account for more than 75

percent of veloclty movements. This is generally in accordance with the
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findings of Bordo and Jonung (1987, 1990) who conclude that institutional
changes have been cruclal determinants of money veloclty. Moreover, since
monetary and instltutional shocks constitute the interest rate disturbances,
our result explains why the nomlnal interest rate ls the main driving force of
the velocity of ‘money.

Finally, in contrast to the.monetary. the institutional shock is very
influential in explaining output growth, e.g., at the 4-quarter horizon, it
accounts for about 50 percent In the first and 20 per cent in the second
period.

D. Further Remarks

In late 18%0s, there were some major discoveries of gold In South Africa,
Alaska, and Colorado.25 Such discoveries not only backed money supply, but also
stimulated an increase 1n prices and output.26 Thus, spuricus co-movements
between money and output may possibly be observed. To clircumvent this problem,
we re-estimate the structural VAR for the 1880:1-1896:1V sample pericd. (The
impulse responses are shown in Figures A3-A4 and the varjance decompositions
in Tables A1-A3 in the appendix.)

The results are qualitatively consistent with those found using the whole
sample period, indicating that our estimation is likely to be stable. However,
by eliminating the possibly spurious money-output co-movements, the reverse

Tobin effect iIs now larger. As a consequence, money growth rate becomes more

S

Starting froa late 1890's to 1914, the gold stock increased by an average
rate of 3.5 percent per yeoar. By contrast, in the previous twenty years it
increased by an average of 1.5 percent per year [see Friedman and Schwartz
{1963)1].

26
During the 1BB0-1896 perlod, the price declined at a rate eof about one

percent A& year. Over the 1B97-1912 period, on the other hand, the price level
increased by two percent per year, as &a result of the wmajor gold discoverles
which took place after 1895,
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influential on velocity. To be specific, the long-run responses of velocity
and output to monetary shocks are now =-0.892 (0.43) and -0.209 (0.42),
respectively (standard errors in parentheses), which are such larger in
magnitude than the resﬁonses obtalned previously. From the impulse response
diagrams, it can be clearly seen that the reverse Tobin effect is not only
bigger but alsc more persistent. Furthermore, the variance decompositions shoﬁ
that monetary shocks account for about 8 percent of output movements within 4
quarters, as well as for 17 to 51 percent of veloclty éhanges over the

20-quarter horizon.27

V. Conclusions

This paper uses a structural VAR approach to study the sources of output
and velocity fluctuations in the national bank era as well as in the post-1973
pericd. The estimated system Includes three structural disturbances--monetary,
institutional, and technological--which are identifjed using only long-run
restrictions.

We find that in the first perlod the reverse Tobin effect is present and
that money growth creates a significant negative effect on velocity. In the
second period, however, the persistent inflation highlights the role of
transactions frequency and thus higher money growth leads to an increase in
velocity. Other Institutiocnal changes which enhance credit transactions have a
permanently positive effect on velocity, in accordance to Bordo and Jonung
(1987, 1990), and a hump-shaped effect on output, lending support to Greenwood
and Jovanovic (1990). A technological shock causes a short-run decrease in

M2-velocity, while its positive effect on output is smooth and gradual,

7
Although the standard errors are large, the lattar effect, after four
quarters, 1s zignificant even at 95X confidence level.

22



corroborating with the findings of Shapiro and Watson (1988) as well as with
the calibration results in King, Plosser, and Rebelo (1988). Furthermore, our
findings, regarding money supply and institutional (financial and/or fiscal)
shocks being the main sources of fluctuations in velocity, are consistent with
the conventional bellefs that the veloclty of money has mainly been driven by
the nominal Interest rate.

Finally, we find that in response to a monetary or an institutional
shock, output and velocity move in the same direction. In response to a
technological sock, on the other hand, they move in opposite directicns. Thus,
the observed negative correlation between the two variables over the first
sample period is apparently due to technological disturbances, whereas the
positive correlation in the second perlod 1s a consequence of monetary or
institutional shocks,

In a recent simulation study, Hodrick, Kocherlakota, and Lucas (1991)
conclude that a conventional stochastic cash-in-advance model cannot generate
enough varlations in velocity to capture what economists have observed.
However, our modified cash-in-advance f{ramework, which incorporates
institutional and transactions frequency changes, enables us to examine
posslble sources of fluctuations in velocity as well as in output. Along this
line, it would be interesting to expand the VAR model in order to examine the
interactions between these variables and the variability of relative prices,
as well as the paradoxical relationship between prices and interest rates,

better known as the "Glbson paradox.”
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Table 1. Varlance Decompositions (1880:1-1912:II)+

Structural Disturbances
Quarters Monetary (c“) Institutional (c‘) Technological (c‘l
a. Varlance Decomposition of Money Growth (X)
1 99.52 (4.26) 0.02 (1.99) 0.46 (3.67)
2 97.49 (4.00) 2.03 (2.29) 0.48 (3.17)
20 96.66 (5.02) - 2.65 (2.98) 0.69 (3.59)
b. Variance Decomposition of Velocity (X)
1 T7834°16.01) 81,30 (10:26) 11,27 (9.15)
2 14.65 ( 8.25) 75.78 (10.186) 9.58 (7.65)
4 20.58 (10.16) 74.81 (10.09%9) 4.61 (3.81)
g 21.95 (11.89) - 75.63 (11.51) 2.41 (1.98)
20 22.60 {(13.35) 76.40 (13.13) 1.00 (0.85)
c. Variance Decomposition of Output (%)
1 5.75 (6.06) 70.63 (12.54) 23.62 (11.81)
2 5.52 (6.33) 67.64 (12.31) 26.85 (11.48)
4 3.70 (6.15) 50.46 (12.01) 45.84 (11.81)
8 1.79 (5.68) 39.33 (12.16) 58.88 (12.45)
20 0.79 (6.24) 34.36 {12.75) 64.85 (13.37)
Table 2. Variance Decompositions (1974:1-1990:1\')+
Structural) Disturbances
Quarters Monetary (e;) Institutional (:‘) Technological (c‘)
a. Variance Decomposition of Money Growth (%) i
1 84.76 (19.96) 14.78 (17.98} 0.25 (9.32)
2 85.05 (13.82) 14.32 (11.41) 0.63 (7.74)
20 85.14 (12.63) 14.19 (10.41) 0.67 (7.06)
b. Variance Decoemposition of Veloclity (%)
1 40.27 (22.03) 59.45 (23.08) 0.28 (10.42)
2 21.93 (17.74) 77.25 (19.28) 0.81 ( 9.07)
4 9.82 (13.71) 89.66 (14.84) 0.53 ( 6.00)
8 4.55 (12.17) 95.21 (12.63) 0.25 ( 3.22)
20 2.66 (14.95) 97.25 (14.94) 0.09 ( 1.34)
c. Variance Decomposition of Output (%)
1 7.28 ( 9.74) 45.98 (22.01) 46.74 (22.51)
2 2.95 ( 6.74)  38.53 (20.69) 58.52 (21.01)
4 2.93 ( 8.70) 20.96 (16.57) 76.11 (17.73)
8 3.83 (12.97) 7.97 (11.13) 88.19 (15.63)
20 2.34 (16.12) 2.83 { 9.87) 94.84 (17.44)

4 Numbers in parentheses are simulated standard errors of the
estimates from 1000 replications. Sums may not add to 100 due
to rounding.



Figure lﬂo‘Inpulse Responses of Log Differences of Velocity and Output (1880:1-1912:I1)
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Figure 1b. ]_Inpulse Responses of Log Levels of Velocity and Output (1880:1-1912:I1)
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Figure 2a. Impulse Responses of Log Differences of Velocity and Output (1974:I-1990:1V)
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Figure 2b. I.mpulse Responses of Log Levels of Velocity and Output (1974:I1-1990:1V)
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