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Abstract 
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1. Introduction 

Following the housing boom of the early- and mid-2000s and subsequent collapse leading to 

the 2008 global recession, there has been a growing interest in detecting bubble-like behavior 

and its propagation in real estate markets (e.g., Phillips and Yu (2011); Pavlidis et al. (2016); 

Engsted et al. (2016); Yusupova et al. (2016); Shi (2017); Hu and Oxley (2018)). A popular 

approach in many of these studies is the use of recursive unit root tests to detect mildly 

explosive dynamics (whereby the autoregressive coefficient deviates moderately above unity) 

in real house prices. Mildly explosive behavior is modeled empirically by an autoregressive 

process with a root that exceeds unity but remains within the vicinity of one and approaches 

unity as the sample size tends to infinity, as in Phillips and Magdalinos (2007a, 2007b) and 

Magdalinos (2012). 

The definition of mildly explosive dynamics proposed by Phillips and Magdalinos (2007a, 2007b) 

and Magdalinos (2012) represents a small departure from martingale behavior, but one that is 

consistent with the submartingale property commonly used to describe rational bubbles in the 

asset-pricing literature. Hence, periodically-collapsing housing bubbles appear as a plausible 

(and theoretically-consistent) explanation for the evidence of real house price exuberance.1 

Diba and Grossman (1988a; 1988b) were among the first to argue that within the standard 

asset- pricing equation framework, given a constant discount factor, the detection of such a 

data deviation under the submartingale property can indeed arise from non-fundamental 

(bubble-like) behavior. A similar argument about bubble-like behavior in real house prices is 

made in Pavlidis et al. (2016) based on the asset-pricing equation model for housing (Clayton 

(1996); Hiebert and Sydow (2011); among others). 

Still, fundamental factors rather than bubbles can also prompt explosive dynamics—in 

particular, fundamentals that operate through the discount factor in the asset-pricing equation 

for housing—which complicates the interpretation of these recursive unit root tests. We show 

in theory how financial spillovers operate through arbitrage between housing and alternative 

                                                            
1 Exuberance is the term often used in the literature to refer to instances of mildly explosive behavior. Henceforth, 
we use both expressions interchangeably. 
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investment asset classes leading to time-variation in the discount factor and potentially 

episodes of mildly explosive dynamics in real house prices. 

Diba and Grossman (1988a; 1988b) were also among the seminal papers to propose the use of 

unit root and cointegration tests for detecting mildly explosive behavior in the data. However, 

standard unit root tests are known to have extremely low power in detecting episodes of 

explosive behavior in asset prices that end with a large drop. Such nonlinear dynamics, 

consistent with the presence of periodically-collapsing episodes of mildly explosive behavior, 

can frequently lead to finding spurious stationarity even though the underlying asset-price 

process is inherently explosive (Blanchard and Watson (1982); Sargent (1987); Diba and 

Grossman (1988a; 1988b); Evans (1991); Gurkaynak (2008)). A new class of recursive (right-

tailed) unit root tests proposed by Phillips and Yu (2011) and Phillips et al. (2015a,b)—

particularly the Generalized Sup ADF (GSADF) from Phillips et al. (2015a,b) used in this paper—

has been widely employed to investigate one or multiple instances of mildly explosive 

dynamics. 

The recursive unit root GSADF test can overcome the lack of power in identifying multiple 

episodes of periodically-collapsing, mildly explosive behavior within-sample. The GSADF test 

alleviates this problem with a recursive implementation that, by utilizing subsamples of the 

data, better identifies periods of explosiveness (as shown in Homm and Breitung (2012)).2 

However, different forces (fundamental and nonfundamental) can still generate the kind of 

explosiveness uncovered with these recursive unit root tests in asset prices. 

In this paper, we pose a question of direct practical relevance to policymakers as well as to 

applied researchers: What is the empirical impact of financial spillovers in the emergence of 

episodes of mildly explosive behavior in real estate prices (and what mechanics of financial 

arbitrage are at play)? We use the date-stamping strategy under the GSADF methodology to 

                                                            
2 Conventional testing methods for detecting evidence consistent with the presence of rational bubbles in the time 
series include unit root and cointegration tests (Diba and Grossman (1988a; 1988b)), variance bound tests (LeRoy 
and Porter (1981); Shiller (1981)), specification tests (West (1987)), and Chow and CUSUM-type tests (Homm and 
Breitung (2012)). 
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establish a chronology of episodes of exuberance for the 23 countries in the Federal Reserve 

Bank of Dallas’ International House Price Database (Mack and Martínez-García (2011)). 

Given the chronology of episodes of exuberance, we use a dynamic panel logit model to show 

how explosive dynamics in real house prices are, consistent with theory, partly driven by 

fundamental behavior tied to housing demand factors, such as real personal disposable income 

growth per capita and inflation. Most importantly, we document a statistically significant role 

for financial spillovers from alternative asset classes—based on yield spreads, real stock market 

valuation gains, and real oil price growth—that can signal shifts in the discount factor under 

financial arbitrage and the asset-pricing model for housing. Arbitrage across different asset 

classes is the main force explaining the spillovers into real house price explosiveness. Our 

findings reinforce the view that housing market exuberance is partly driven by financial 

fundamentals and highlights the usefulness of recursive (right-tailed) unit root tests such as the 

GSADF test for monitoring housing markets. 

The remainder of the paper is structured as follows: Section 2 provides a derivation of the 

asset-pricing model for housing augmented to include alternative asset classes for investment 

and highlights the role of arbitrage as a driver for financial spillovers. Section 3 outlines the 

GSADF test of Phillips et al. (2015a,b) and the date-stamping methodology that we use to 

identify in-sample episodes of exuberance in international housing markets. Section 4 discusses 

the implications of our evidence on exuberance with the help of a dynamic logit model. This 

section also establishes the empirical impact of fundamentals—and particularly of financial 

fundamentals—in explaining the emergence of explosiveness in our dataset. Section 5 

concludes by showcasing the evidence of financial spillovers in propagating exuberance into 

housing markets, while the Appendix provides additional technical details on the recursive 

implementation of the unit root tests. 
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2. A Stylized Model of Financial Arbitrage 

Let us define the intertemporal marginal rate of substitution as 𝑀𝑀𝑡𝑡,𝑡𝑡+1 ≡ 𝛽𝛽 𝑀𝑀𝑀𝑀𝑡𝑡+1
𝑀𝑀𝑀𝑀𝑡𝑡

, where 𝑀𝑀𝑀𝑀𝑡𝑡+1 

is the marginal utility at time t+1 and 0 < 𝛽𝛽 < 1 is the intertemporal discount factor. The gross 

rate of return on investment in a housing unit can be expressed as 𝐼𝐼𝑡𝑡+1ℎ ≡ 𝑃𝑃𝑡𝑡+1+𝑅𝑅𝑡𝑡+1
𝑃𝑃𝑡𝑡

, where 𝑃𝑃𝑡𝑡+1 

is the price of a housing unit, 𝑅𝑅𝑡𝑡+1 is the housing rental income (either actual if the housing unit 

is rented or imputed if owner-occupied) at t+1, and (1 − 𝑏𝑏) is the payout ratio that determines 

the rental income from housing 𝑅𝑅𝑡𝑡+1 ≡ (1 − 𝑏𝑏)𝑌𝑌𝑡𝑡+1 after netting out expenses such as 

maintenance costs, taxes, reinvestment, etc. from the flow of (actual or imputed) housing 

earnings 𝑌𝑌𝑡𝑡+1. We allow earnings from investing in a housing unit (𝑌𝑌𝑡𝑡) to follow a general 

autoregressive process of order 1, 

𝑌𝑌𝑡𝑡 = 𝜑𝜑𝑌𝑌𝑡𝑡−1 + 𝜖𝜖𝑡𝑡 , 𝜖𝜖𝑡𝑡~𝑊𝑊𝑊𝑊(0,𝜎𝜎𝜖𝜖2),                                                       (1) 

where 𝜑𝜑 is unrestricted to take values in the I(0), I(1), and mildly-explosive regions, and 𝜖𝜖𝑡𝑡 is an 

independent and identically-distributed (iid) white noise stochastic process. 

We also consider an alternative risky asset class for investment purposes whose gross return at 

time t+1 is denoted as 𝐼𝐼𝑡𝑡+1𝑠𝑠 . We express the canonical asset-pricing equation for the alternative 

risky asset as 

1 = 𝐸𝐸𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1𝐼𝐼𝑡𝑡+1𝑠𝑠 � = 𝐸𝐸𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1�𝐸𝐸𝑡𝑡[𝐼𝐼𝑡𝑡+1𝑠𝑠 ] + 𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1, 𝐼𝐼𝑡𝑡+1𝑠𝑠 �.                          (2) 

The following no-arbitrage condition between housing and the alternative risky asset must also 

hold 

0 = 𝐸𝐸𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1�𝐼𝐼𝑡𝑡+1ℎ − 𝐼𝐼𝑡𝑡+1𝑠𝑠 �� = 𝐸𝐸𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1�𝐸𝐸𝑡𝑡[𝐼𝐼𝑡𝑡+1ℎ − 𝐼𝐼𝑡𝑡+1𝑠𝑠 ] + 𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1, 𝐼𝐼𝑡𝑡+1ℎ − 𝐼𝐼𝑡𝑡+1𝑠𝑠 �.     (3) 

For tractability, we adopt the simplifying assumption that excess returns on housing relative to 

those attainable with the alternative risky investment are uncorrelated with the intertemporal 

marginal rate of substitution 𝑀𝑀𝑡𝑡,𝑡𝑡+1—i.e., 𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1, 𝐼𝐼𝑡𝑡+1ℎ − 𝐼𝐼𝑡𝑡+1𝑠𝑠 � = 0. This implies that the 

no-arbitrage condition in (3) simply becomes 

0 = 𝐸𝐸𝑡𝑡[𝐼𝐼𝑡𝑡+1ℎ − 𝐼𝐼𝑡𝑡+1𝑠𝑠 ],                                                                (4) 
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which says that expected returns on housing investment must equate those of the alternative 

risky asset ex-ante.3 

A risk-free asset gives a certain gross return at t+1, denoted 𝐼𝐼𝑡𝑡+1
𝑓𝑓 , such that 𝐸𝐸𝑡𝑡�𝐼𝐼𝑡𝑡+1

𝑓𝑓 � = 𝐼𝐼𝑡𝑡+1
𝑓𝑓  and 

𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1, 𝐼𝐼𝑡𝑡+1
𝑓𝑓 � = 0. Therefore, the corresponding asset-pricing equation would imply that 

𝐼𝐼𝑡𝑡+1
𝑓𝑓 = 1

𝐸𝐸𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1�
.                                                                    (5) 

Hence, from (2) and (5), the expected excess return on the alternative risky asset can be 

expressed as 

𝐸𝐸𝑡𝑡[𝐼𝐼𝑡𝑡+1𝑠𝑠 ] − 𝐼𝐼𝑡𝑡+1
𝑓𝑓 = −𝐼𝐼𝑡𝑡+1

𝑓𝑓 𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1, 𝐼𝐼𝑡𝑡+1𝑠𝑠 �,                                            (6) 

which is akin to the conditional capital asset-pricing model (CAPM).4 Naturally, equation (6) can 

be rewritten as 𝐸𝐸𝑡𝑡[𝐼𝐼𝑡𝑡+1𝑠𝑠 ] − 𝐼𝐼𝑡𝑡+1
𝑓𝑓 = 𝑠𝑠𝑠𝑠𝑡𝑡

𝑠𝑠,𝑓𝑓 where 𝑠𝑠𝑠𝑠𝑡𝑡
𝑠𝑠,𝑓𝑓 ≡ − 𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1,𝐼𝐼𝑡𝑡+1

𝑠𝑠 �
𝐸𝐸𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1�

 is the conventional risk-

premium priced on the alternative asset class relative to the risk-free rate. 

Assuming the intertemporal marginal rate of substitution and the return on the alternative 

asset follow a bivariate (mean-preserving) log-normal distribution such that 

�ln�𝑀𝑀𝑡𝑡,𝑡𝑡+1�
ln(𝐼𝐼𝑡𝑡+1𝑠𝑠 )

�~𝑊𝑊��
𝜇𝜇𝑚𝑚 − 𝜎𝜎𝑚𝑚2

2

𝜇𝜇𝑠𝑠 −
𝜎𝜎𝑠𝑠2

2

� , � 𝜎𝜎𝑚𝑚2 𝜌𝜌𝑠𝑠𝑚𝑚𝜎𝜎𝑠𝑠𝜎𝜎𝑚𝑚
𝜌𝜌𝑠𝑠𝑚𝑚𝜎𝜎𝑠𝑠𝜎𝜎𝑚𝑚 𝜎𝜎𝑠𝑠2

��, we obtain that the risk-free rate is 

constant and equal to 𝐼𝐼𝑓𝑓 ≡ 𝑒𝑒−𝜇𝜇𝑚𝑚. Furthermore, we also find that 𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1, 𝐼𝐼𝑡𝑡+1𝑠𝑠 � =

𝑒𝑒𝜇𝜇𝑚𝑚+𝜇𝜇𝑠𝑠(𝑒𝑒𝜌𝜌𝑠𝑠𝑚𝑚𝜎𝜎𝑠𝑠𝜎𝜎𝑚𝑚 − 1). As a result, we can rewrite equation (6) as 

𝐸𝐸𝑡𝑡[𝐼𝐼𝑡𝑡+1𝑠𝑠 ] = 𝐼𝐼𝑓𝑓 + 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓, 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓 ≡ 𝑒𝑒𝜇𝜇𝑠𝑠(1 − 𝑒𝑒𝜌𝜌𝑠𝑠𝑚𝑚𝜎𝜎𝑠𝑠𝜎𝜎𝑚𝑚),                                        (7) 

                                                            
3 More generally, we can establish that whenever 𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1, 𝐼𝐼𝑡𝑡+1ℎ − 𝐼𝐼𝑡𝑡+1𝑠𝑠 � ≠ 0, equation (4) can be generalized as 

follows:𝑠𝑠𝑠𝑠𝑡𝑡
ℎ,𝑠𝑠 = 𝐸𝐸𝑡𝑡[𝐼𝐼𝑡𝑡+1ℎ − 𝐼𝐼𝑡𝑡+1𝑠𝑠 ] where 𝑠𝑠𝑠𝑠𝑡𝑡

ℎ,𝑠𝑠 ≡ −
𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1,𝐼𝐼𝑡𝑡+1

ℎ −𝐼𝐼𝑡𝑡+1
𝑠𝑠 �

𝐸𝐸𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1�
 is the priced risk-spread between housing and 

the alternative asset class. 
4 The covariance plays an important role in the CAPM model as it enters into the conditional beta 𝛽𝛽𝑡𝑡𝑠𝑠 ≡
𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1,𝐼𝐼𝑡𝑡+1

𝑠𝑠 �
𝑐𝑐𝑣𝑣𝑣𝑣𝑡𝑡�𝑀𝑀𝑡𝑡,𝑡𝑡+1�

, where 𝛽𝛽𝑡𝑡𝑠𝑠 is the coefficient of a regression of the return 𝐼𝐼𝑡𝑡+1𝑠𝑠  on the macro factor 𝑀𝑀𝑡𝑡,𝑡𝑡+1. 
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where we consider only parameterizations such that 𝐼𝐼𝑓𝑓 + 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓 > 0. The risk-premium 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓 

implies that 𝐸𝐸𝑡𝑡[𝐼𝐼𝑡𝑡+1𝑠𝑠 ] > 𝐼𝐼𝑓𝑓 if and only if 𝜌𝜌𝑠𝑠𝑚𝑚 < 0. Hence, a positive risk-premium arises 

whenever returns on the alternative risky asset are negatively correlated with the 

intertemporal marginal rate of substitution (that is, if the returns of the alternative risky asset 

are high in good times when the intertemporal marginal utility of substitution is low). Given 

𝜌𝜌𝑠𝑠𝑚𝑚 < 0, we find that a positive risk-premium ought to be higher, all else equal, with higher 

standard deviation of the macro factor (𝜎𝜎𝑚𝑚) or higher standard deviation of the alternative risky 

asset returns (𝜎𝜎𝑠𝑠). 

 

2.1 The Present-Value Model of House Prices 

Now, the asset-pricing equation in (7) and the no-arbitrage condition in (4) yield the following 

expression for house prices 

𝐸𝐸𝑡𝑡 �
𝑃𝑃𝑡𝑡+1+𝑅𝑅𝑡𝑡+1

𝑃𝑃𝑡𝑡
� = 𝐸𝐸𝑡𝑡[𝐼𝐼𝑡𝑡+1ℎ ] = 𝐸𝐸𝑡𝑡[𝐼𝐼𝑡𝑡+1𝑠𝑠 ] = 𝐼𝐼𝑓𝑓 + 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓,                                        (8) 

and 

𝑃𝑃𝑡𝑡 = 1
𝐸𝐸𝑡𝑡�𝐼𝐼𝑡𝑡+1

𝑠𝑠 �
𝐸𝐸𝑡𝑡[𝑃𝑃𝑡𝑡+1 + (1 − 𝑏𝑏)𝑌𝑌𝑡𝑡+1] = 1

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓 𝐸𝐸𝑡𝑡[𝑃𝑃𝑡𝑡+1 + (1 − 𝑏𝑏)𝑌𝑌𝑡𝑡+1],                     (9) 

where 𝐸𝐸𝑡𝑡[𝐼𝐼𝑡𝑡+1𝑠𝑠 ] defines the economically-relevant discount factor for housing. This difference 

equation shows that today’s price of a housing unit (𝑃𝑃𝑡𝑡) must be equal to the discounted value 

of tomorrow’s expected rental income (the payout component of tomorrow’s housing earnings 

𝑌𝑌𝑡𝑡+1) plus tomorrow’s resale price of housing. We discount using the expected rate of return on 

an alternative risky investment—which incorporates a risk-premium (𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓) above and beyond 

the risk-free rate (𝐼𝐼𝑓𝑓) in order to compensate for risks to investors. The risk-premium 

component (𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓 ≡ 𝑓𝑓(𝜎𝜎𝑚𝑚,𝜎𝜎𝑠𝑠; . )) prices macro risks such as those arising from macro volatility 

(𝜎𝜎𝑚𝑚) and asset price volatility (𝜎𝜎𝑠𝑠), among others. 

By recursively substituting forward, equation (9) can be rewritten as 
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𝑃𝑃𝑡𝑡 = (1 − 𝑏𝑏)𝐸𝐸𝑡𝑡 �∑ � 1
𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓�

𝑗𝑗
+∞
𝑗𝑗=1 𝑌𝑌𝑡𝑡+𝑗𝑗� + lim

𝑇𝑇→+∞
𝐸𝐸𝑡𝑡 ��

1
𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓�

𝑇𝑇
𝑃𝑃𝑡𝑡+𝑇𝑇� .                 (10) 

The rational-expectations solution to the present-value model implied by the difference 

equation (9) consists of a fundamental component, 𝑃𝑃𝑡𝑡∗, and a periodically-collapsing rational 

bubble, 𝐵𝐵𝑡𝑡, such that 𝑃𝑃𝑡𝑡 = 𝑃𝑃𝑡𝑡∗ + 𝐵𝐵𝑡𝑡 (Blanchard and Watson (1982); Sargent (1987); Diba and 

Grossman (1988a; 1988b); Evans (1991)). Imposing the transversality condition 

lim
𝑇𝑇→+∞

𝐸𝐸𝑡𝑡 ��
1

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓�
𝑇𝑇
𝑃𝑃𝑡𝑡+𝑇𝑇∗ � = 0 to rule out non-fundamental behavior (rational bubbles), the 

unique (nonexplosive) solution to (10) whenever 𝐼𝐼𝑓𝑓 + 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓 − 𝜑𝜑 > 0 yields 

𝑃𝑃𝑡𝑡∗ = � 𝜑𝜑
𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓−𝜑𝜑

� (1 − 𝑏𝑏)𝑌𝑌𝑡𝑡 ,                                                           (11) 

a straightforward analog of the discounted dividend model (Gordon and Shapiro 1956) for 

housing. It follows from (1) and (11) that the fundamental dynamics of the house price follow 

this general autoregressive process 

𝑃𝑃𝑡𝑡∗ = 𝜑𝜑𝑃𝑃𝑡𝑡−1∗ + � 𝜑𝜑
𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓−𝜑𝜑

� (1 − 𝑏𝑏)𝜖𝜖𝑡𝑡 ,                                                (12) 

inheriting the autoregressive coefficient 𝜑𝜑 directly from the fundamental process in (1). 

The implication that economic fundamentals solely explain house prices depends crucially on 

the transversality condition. Whenever this condition is violated (i.e., whenever 

lim
𝑇𝑇→+∞

𝐸𝐸𝑡𝑡 ��
1

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓�
𝑇𝑇
𝑃𝑃𝑡𝑡+𝑇𝑇� = 0 does not hold), there exist infinite forward solutions to the 

difference equation for the house price 𝑃𝑃𝑡𝑡 = 𝑃𝑃𝑡𝑡∗ + 𝐵𝐵𝑡𝑡 where the rational bubble component 𝐵𝐵𝑡𝑡 

satisfies the submartingale property5 

𝐸𝐸𝑡𝑡[𝐵𝐵𝑡𝑡+1] = (𝐼𝐼𝑓𝑓 + 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓)𝐵𝐵𝑡𝑡 .                                                       (13) 

                                                            

5 The gross return on a unit of housing can be expressed as 𝐼𝐼𝑡𝑡ℎ = 𝑃𝑃𝑡𝑡
∗+(1−𝑏𝑏)𝑌𝑌𝑡𝑡+𝐵𝐵𝑡𝑡
𝑃𝑃𝑡𝑡−1
∗ +𝐵𝐵𝑡𝑡−1

= �
𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓

𝜑𝜑 +𝐵𝐵𝑡𝑡
𝑃𝑃𝑡𝑡
∗

1+𝐵𝐵𝑡𝑡−1
𝑃𝑃𝑡𝑡−1
∗

� � 𝑃𝑃𝑡𝑡
∗

𝑃𝑃𝑡𝑡−1
∗ � where we 

assume 𝐼𝐼
𝑓𝑓+𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓

𝜑𝜑
> 1. 



8 
 

Since the discount factor is positive by assumption (𝐼𝐼𝑓𝑓 + 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓 > 0), the term 𝐵𝐵𝑡𝑡 is expected to 

be explosive. Hence, it follows that house prices can display explosive dynamics because of the 

emergence of rational bubbles. Yet, factors other than bubbles can also give rise to explosive 

dynamics in house prices—including financial spillovers. 

 

2.2 Financial Spillovers and Mildly Explosive Behavior 

A number of fundamental-based factors can give rise to explosiveness in house prices. One 

possibility is that 𝜑𝜑 exceeds unity implying that house prices inherit explosive dynamics from 

fundamentals rather than from a non-fundamental bubble. Another possibility is time-variation 

in the discount factor. In particular, we highlight in this paper the role of the risk-premium 

(𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓) of the alternative risky asset which directly affects the discount factor in the asset-

pricing equation for housing. 

To illustrate this point, let us assume that 𝑠𝑠𝑠𝑠𝑡𝑡+𝑗𝑗
𝑠𝑠,𝑓𝑓  is a time-varying risk-premium and consider the 

case where an unexpected, but temporary, increase in spreads is revelated at time t. To be 

more precise, we assume 𝑠𝑠𝑠𝑠𝑡𝑡+𝑗𝑗
𝑠𝑠,𝑓𝑓 = 𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓 > 0 for 𝑗𝑗 = ⋯ ,−2,−1, 𝑠𝑠𝑠𝑠𝑡𝑡+𝑗𝑗
𝑠𝑠,𝑓𝑓 = 𝑠𝑠𝑠𝑠𝐻𝐻

𝑠𝑠,𝑓𝑓 > 𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓 for 𝑗𝑗 =

0, … ,𝑇𝑇𝑠𝑠 (𝑇𝑇𝑠𝑠 ≥ 0), and 𝑠𝑠𝑠𝑠𝑡𝑡+𝑗𝑗
𝑠𝑠,𝑓𝑓 = 𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓 > 0 for 𝑗𝑗 = 𝑇𝑇𝑠𝑠 + 1,𝑇𝑇𝑠𝑠 + 2, … Given this and (12), 

fundamental-based house prices follow 

𝑃𝑃𝑡𝑡+𝑗𝑗∗ = �
𝜑𝜑

𝐼𝐼𝑓𝑓 + 𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓 − 𝜑𝜑

� (1 − 𝑏𝑏)𝑌𝑌𝑡𝑡+𝑗𝑗 ,𝑓𝑓𝑐𝑐𝑓𝑓 𝑗𝑗 = 𝑇𝑇𝑠𝑠 + 1,𝑇𝑇𝑠𝑠 + 2,𝑇𝑇𝑠𝑠 + 3, … 

𝑃𝑃𝑡𝑡+𝑗𝑗∗ = 𝜑𝜑𝑃𝑃𝑡𝑡+𝑗𝑗−1∗ + � 𝜑𝜑(1−𝑏𝑏)

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓−𝜑𝜑

� 𝜖𝜖𝑡𝑡+𝑗𝑗 , for 𝑗𝑗 = 𝑇𝑇𝑠𝑠 + 2,𝑇𝑇𝑠𝑠 + 3, …                        (14) 

Using (14) and backward induction on the difference equation in (9) together with the 

fundamental process in (1), we obtain that house prices at 𝑗𝑗 = 𝑇𝑇𝑠𝑠 become equal to 

𝑃𝑃𝑡𝑡+𝑇𝑇𝑠𝑠
∗ = �𝐼𝐼

𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓� �

𝜑𝜑

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓−𝜑𝜑

� (1 − 𝑏𝑏)𝑌𝑌𝑡𝑡+𝑇𝑇𝑠𝑠 .                                       (15) 
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Hence, combining the housing price in (14) and that in (15) with the process for the 

fundamentals in (1), we obtain that for 𝑗𝑗 = 𝑇𝑇𝑠𝑠 + 1, it holds that 

𝑃𝑃𝑡𝑡+𝑇𝑇𝑠𝑠+1
∗ = 𝜑𝜑 �𝐼𝐼

𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓� 𝑃𝑃𝑡𝑡+𝑇𝑇𝑠𝑠

∗ + � 𝜑𝜑(1−𝑏𝑏)

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓−𝜑𝜑

� 𝜖𝜖𝑡𝑡+𝑇𝑇𝑠𝑠+1,                                (16) 

where 𝐼𝐼
𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻

𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓 > 1 under a standard parameterization that ensures 𝐼𝐼𝑓𝑓 + 𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓 > 0. As a result, 

equation (16) shows how unexpected risk-spread shocks can spill onto house price dynamics 

and—under some mild conditions (i.e., if 𝜑𝜑 � 𝐼𝐼
𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻

𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓� > 1)—lead to instances of explosive 

behavior (episodes of exuberance) in the time series even when we rule out non-fundamental 

behavior (bubbles) in house prices. 

Similarly, at 𝑗𝑗 = 𝑇𝑇𝑠𝑠 − 1 we find that 

𝑃𝑃𝑡𝑡+𝑇𝑇𝑠𝑠−1
∗ =

⎩
⎪
⎨

⎪
⎧
�
𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓−�
𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓−𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓 �𝜑𝜑

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓 � � 𝜑𝜑

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓−𝜑𝜑

� (1 − 𝑏𝑏)𝑌𝑌𝑡𝑡+𝑇𝑇𝑠𝑠−1, 𝑖𝑖𝑓𝑓 𝑠𝑠𝑠𝑠𝑡𝑡+𝑇𝑇𝑠𝑠−1
𝑠𝑠,𝑓𝑓 = 𝑠𝑠𝑠𝑠𝐻𝐻

𝑠𝑠,𝑓𝑓,

�𝐼𝐼
𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓� �

𝜑𝜑

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓−𝜑𝜑

� (1 − 𝑏𝑏)𝑌𝑌𝑡𝑡+𝑇𝑇𝑠𝑠−1, 𝑖𝑖𝑓𝑓 𝑠𝑠𝑠𝑠𝑡𝑡+𝑇𝑇𝑠𝑠−1
𝑠𝑠,𝑓𝑓 = 𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓,

     (17) 

from where it follows for 𝑗𝑗 = 𝑇𝑇𝑠𝑠 that 

𝑃𝑃𝑡𝑡+𝑇𝑇𝑠𝑠
∗ =

⎩
⎪
⎨

⎪
⎧
𝜑𝜑� 𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓−�

𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓−𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓 �𝜑𝜑

�𝑃𝑃𝑡𝑡+𝑇𝑇𝑠𝑠−1
∗ + �𝐼𝐼

𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓� �

𝜑𝜑(1−𝑏𝑏)

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓−𝜑𝜑

� 𝜖𝜖𝑡𝑡+𝑇𝑇𝑠𝑠 , 𝑖𝑖𝑓𝑓 𝑠𝑠𝑠𝑠𝑡𝑡+𝑇𝑇𝑠𝑠−1
𝑠𝑠,𝑓𝑓 = 𝑠𝑠𝑠𝑠𝐻𝐻

𝑠𝑠,𝑓𝑓,

𝜑𝜑𝑃𝑃𝑡𝑡+𝑇𝑇𝑠𝑠−1
∗ + �𝐼𝐼

𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓� �

𝜑𝜑(1−𝑏𝑏)

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓−𝜑𝜑

� 𝜖𝜖𝑡𝑡+𝑇𝑇𝑠𝑠 , 𝑖𝑖𝑓𝑓 𝑠𝑠𝑠𝑠𝑡𝑡+𝑇𝑇𝑠𝑠−1
𝑠𝑠,𝑓𝑓 = 𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓,

     

(18) 

with 𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓−�

𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓−𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓 �𝜑𝜑

> 1 whenever 0 < 𝐼𝐼𝑓𝑓 + 𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓 − �𝑠𝑠𝑠𝑠𝐻𝐻

𝑠𝑠,𝑓𝑓−𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓 �𝜑𝜑 < 𝐼𝐼𝑓𝑓 + 𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓. 

Equations (16) and (18) illustrate that, under some conditions (i.e., if 𝜑𝜑 � 𝐼𝐼
𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻

𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓� > 1 and 
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𝜑𝜑� 𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐿𝐿
𝑠𝑠,𝑓𝑓−�

𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓−𝑠𝑠𝑠𝑠𝐿𝐿

𝑠𝑠,𝑓𝑓

𝐼𝐼𝑓𝑓+𝑠𝑠𝑠𝑠𝐻𝐻
𝑠𝑠,𝑓𝑓 �𝜑𝜑

� > 1), an unexpected two-period increase in the spreads can spill 

over into an episode of exuberance (explosiveness) of up to two periods.6 

We can characterize the solution recursively in this way for any finite duration of 𝑇𝑇𝑠𝑠 + 1 periods 

of high-risk-spreads and reach a similar conclusion about the extent to which financial 

spillovers, operating via the discount factor, can introduce explosiveness in the dynamics of 

house prices even when we rule out bubbles and when housing market fundamentals pinned 

down by the 𝑌𝑌𝑡𝑡 process are non-explosive. 

 

2.3 Main Implications 

The fact that 𝐵𝐵𝑡𝑡 is explosive has important implications for house prices in the presence of 

rational bubbles. If the economic fundamentals in (1) follow either a stationary (|𝜑𝜑| < 1) or an 

integrated process of order 1 (𝜑𝜑 = 1), then the dynamics of fundamental-based prices given by 

(11) under a constant discount factor—which inherit the autoregressive coefficient 𝜑𝜑 directly 

from (1)—must display non-explosive behavior, too. Furthermore, house prices and 

fundamentals are cointegrated in the absence of the bubble term 𝐵𝐵𝑡𝑡. This explains how house 

prices exhibit explosive dynamics in the presence of rational bubbles. 

The conventional assumption that 𝑌𝑌𝑡𝑡 in equation (1) is either I(0) or I(1) may not hold, so house 

prices may inherit their explosiveness from the housing market fundamentals directly. Other 

fundamentals-based factors can give rise to explosive house price dynamics—even when 

housing earnings (or housing rents) are non-explosive (i.e., if 𝑌𝑌𝑡𝑡 is either I(0) or I(1)) and we rule 

out bubbles (see, e.g., Pavlidis et al. (2016)). Within the asset-pricing framework laid out here, 

time-variation in the discount rate can lead to explosive behavior through financial spillovers 

from risky alternative assets. 

                                                            
6 We focus here mainly on the induced explosiveness, but it is interesting to note that unexpected changes in the 
risk spread also alter the volatility of the residuals as can be seen by contrasting equation (18) to (14) and (16). 
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As shown here, unexpected changes in the risk-spread (𝑠𝑠𝑠𝑠𝑡𝑡
𝑠𝑠,𝑓𝑓) or, more generally, anything that 

impacts the economically-relevant discount rate for housing, can lead to episodes of explosive 

behavior within sample. An unexpected (short-lived and temporary) spike in risk spreads alone 

implies that the dynamics of fundamental-based house prices in the absence of bubbles 

become 

𝑃𝑃𝑡𝑡+1∗ = 𝛿𝛿𝑡𝑡(𝜑𝜑, 𝐼𝐼𝑓𝑓, 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓; 𝑏𝑏)𝑃𝑃𝑡𝑡∗ + 𝜖𝜖𝑡𝑡 , 𝜖𝜖𝑡𝑡~𝑖𝑖. 𝑖𝑖.𝑑𝑑. �0,𝜎𝜎𝑡𝑡2(𝜑𝜑, 𝐼𝐼𝑓𝑓, 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓; 𝑏𝑏)� , ∀𝑡𝑡 ≥ 0,             (19) 

where 𝛿𝛿𝑡𝑡(𝜑𝜑, 𝐼𝐼𝑓𝑓, 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓; 𝑏𝑏) and 𝜎𝜎𝑡𝑡2(𝜑𝜑, 𝐼𝐼𝑓𝑓, 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓; 𝑏𝑏) are the first-order autocorrelation and the 

variance of the residuals, respectively. Both are composite coefficients and depend critically on 

the discount rate for housing. Our stylized model shows how unexpected risk-spread shocks 

originating in other risky-asset markets can spill over into housing via the discount rate, 

generating an episode of explosive behavior whereby 𝛿𝛿𝑡𝑡(𝜑𝜑, 𝐼𝐼𝑓𝑓, 𝑠𝑠𝑠𝑠𝑠𝑠,𝑓𝑓; 𝑏𝑏) > 1 for some periods 

of time 𝑡𝑡. In the remainder of the paper, we test for the presence of explosiveness in 

international housing markets and show empirical evidence that such instances are partly 

predictable based on financial variables involving alternative asset classes—bond spreads, stock 

market returns—consistent with the theory of financial spillovers discussed here. 

 

3. Testing Mildly Explosive Behavior 

Phillips and Magdalinos (2007a, 2007b) define a mildly explosive root using the following data-

generating process (DGP) for the observed time series 

𝑦𝑦𝑡𝑡 = 𝛿𝛿𝑇𝑇𝑦𝑦𝑡𝑡−1 + 𝜖𝜖𝑡𝑡 , 𝜖𝜖𝑡𝑡~𝑖𝑖. 𝑖𝑖.𝑑𝑑. (0,𝜎𝜎2),                                                (20) 

with the intercept set at zero for simplicity, where 𝛿𝛿𝑇𝑇 = 1 + 𝑐𝑐
𝑇𝑇𝛼𝛼

,𝛼𝛼 ∈ (0,1) and 𝑇𝑇 denotes the 

sample size. Whenever 𝑐𝑐 > 0, such a root is explosive and approaches unity at a rate slower 
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than 𝑂𝑂(𝑇𝑇−1) as 𝑇𝑇 → ∞.7 Equation (20) can incorporate episodes of explosiveness as those 

described by our model of financial spillovers in equation (19) in section 2. 

Subtracting 𝑦𝑦𝑡𝑡−1 from both sides, the process in (1) can be expressed as ∆𝑦𝑦𝑡𝑡 = 𝛽𝛽𝑇𝑇𝑦𝑦𝑡𝑡−1 + 𝜖𝜖𝑡𝑡 ,

𝜖𝜖𝑡𝑡~𝑖𝑖. 𝑖𝑖.𝑑𝑑. (0,𝜎𝜎2) where ∆ is the difference operator, and 𝛽𝛽𝑇𝑇 = 𝛿𝛿𝑇𝑇 − 1 is the corresponding 

coefficient to be tested. If serial correlation is a concern, a standard parametric autoregressive 

approach to deal with it consists in extending equation (1) to an AR(k+1) process (Said and 

Dickey (1984)). The approach is based on generalizing the process to be 𝜃𝜃𝑘𝑘+1(𝐵𝐵)𝑦𝑦𝑡𝑡 = 𝜖𝜖𝑡𝑡, where 

𝜃𝜃𝑘𝑘+1(𝐵𝐵) = 1 − 𝜃𝜃1𝐵𝐵 −⋯− 𝜃𝜃𝑘𝑘𝐵𝐵𝑘𝑘 − 𝜃𝜃𝑘𝑘+1𝐵𝐵𝑘𝑘+1 defines the lag operator. A unit root in 𝜃𝜃𝑘𝑘+1(𝐵𝐵) 

corresponds to 𝜃𝜃𝑘𝑘+1(1) = 0. Then, testing for a unit root is more easily performed by rewriting 

the augmented regression model in the following form8 

∆𝑦𝑦𝑡𝑡 = 𝛽𝛽𝑇𝑇𝑦𝑦𝑡𝑡−1 + ∑ 𝜓𝜓𝑗𝑗Δ𝑦𝑦𝑡𝑡−𝑗𝑗𝑘𝑘
𝑗𝑗=1 + 𝜖𝜖𝑡𝑡 , 𝜖𝜖𝑡𝑡~𝑖𝑖. 𝑖𝑖.𝑑𝑑. (0,𝜎𝜎2),                                 (21) 

where 𝛽𝛽𝑇𝑇 = −𝜃𝜃𝑘𝑘+1(1) and 𝜓𝜓1 = −(𝜃𝜃2 + 𝜃𝜃3 + ⋯+ 𝜃𝜃𝑘𝑘 + 𝜃𝜃𝑘𝑘+1), 𝜓𝜓2 = −(𝜃𝜃3 + ⋯+ 𝜃𝜃𝑘𝑘 +

𝜃𝜃𝑘𝑘+1), … , 𝜓𝜓𝑘𝑘 = −(𝜃𝜃𝑘𝑘+1). 

 

3.1 Generalized Sup ADF (GSADF) Test 

The generalized Sup ADF (GSADF) procedure of Phillips et al. (2015a,b) for detecting mildly 

explosive behavior consists in recursively applying the Augmented Dickey-Fuller (ADF) test for 

the null of a unit root against the alternative of a mildly explosive root (the right tail of the 

distribution) based on the specification in (21). The full sample as being normalized on the 

interval [0,1] (i.e., divided by the total number of observations 𝑇𝑇), so we denote 𝑓𝑓1 and 𝑓𝑓2 the 

                                                            
7 Phillips and Magdalinos (2007a, 2007b) and Magdalinos (2012) provide a large-sample asymptotic theory for this 
class of mildly explosive processes that enables econometric inference, unlike what occurs for purely explosive 
processes. Autoregressive processes with a purely explosive root, 𝑦𝑦𝑡𝑡 = 𝛿𝛿𝑦𝑦𝑡𝑡−1 + 𝜖𝜖𝑡𝑡 , 𝜖𝜖𝑡𝑡~𝑊𝑊𝐼𝐼𝑁𝑁(0,𝜎𝜎2), |𝛿𝛿| > 1, were 
first discussed by White (1958) and Anderson (1959). Assuming a zero initial condition for 𝑦𝑦𝑡𝑡, an asymptotic 
Cauchy limit distribution theory for the OLS/ML estimator exists. However, the asymptotic distribution of the 
estimator is ultimately dependent on the distributional assumptions imposed on the innovations (Anderson, 
1959)—the imposed Gaussianity of the errors cannot be relaxed without changing the asymptotic distribution. 
Hence, there is no general framework for asymptotic inference on purely explosive processes. 
8 The ADF approach generalizes the Dickey and Fuller (1979) test by parametrically removing the structural 
autocorrelation in the time series, but otherwise implements the same testing procedure. 
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corresponding beginning and end of a given subsample (such that 0 ≤ 𝑓𝑓1 < 𝑓𝑓2 ≤ 1). We denote 

by 𝑓𝑓𝑤𝑤 = 𝑓𝑓2 − 𝑓𝑓1 the window size of the regression estimation, while 𝑓𝑓0 is the fixed initial 

window required by the econometrician such that the subsample ending in 𝑓𝑓2 satisfies that 𝑓𝑓2 ∈

[𝑓𝑓0, 1] (i.e., 𝑓𝑓0 is the minimum window size). 

The empirical specification used for testing is the following recursive formulation of the ADF 

auxiliary regression equation in (21): 

Δ𝑦𝑦𝑡𝑡 = 𝑎𝑎𝑣𝑣1,𝑣𝑣2 + 𝛽𝛽𝑣𝑣1,𝑣𝑣2𝑦𝑦𝑡𝑡−1 + ∑ 𝜓𝜓𝑣𝑣1,𝑣𝑣2
𝑗𝑗 Δ𝑦𝑦𝑡𝑡−𝑗𝑗𝑘𝑘

𝑗𝑗=1 + 𝜖𝜖𝑡𝑡 , 𝜖𝜖𝑡𝑡~𝑖𝑖. 𝑖𝑖.𝑑𝑑. �0,𝜎𝜎𝑣𝑣1,𝑣𝑣2
2 �,                (22) 

where 𝑦𝑦𝑡𝑡 denotes the generic time series tested for explosiveness, Δ𝑦𝑦𝑡𝑡 for 𝑗𝑗 = 1, … ,𝑘𝑘  are the 

differenced lags of the time series, and 𝜖𝜖𝑡𝑡 is an i.i.d. error term. Furthermore, 𝑘𝑘 is the maximum 

number of lags included in the specification, while 𝑎𝑎𝑣𝑣1,𝑣𝑣2, 𝛽𝛽𝑣𝑣1,𝑣𝑣2, and 𝜓𝜓𝑣𝑣1,𝑣𝑣2
𝑗𝑗  for 𝑗𝑗 = 1, … , 𝑘𝑘 are 

the corresponding regression coefficients—the intercept, the autoregressive coefficient, and 

the coefficients of the lagged first differences—when estimated over the (normalized) 

subsample beginning in 𝑓𝑓1 and ending in 𝑓𝑓2. 

Setting 𝑓𝑓1 = 0 and 𝑓𝑓2 = 𝑓𝑓0 = 1 yields the standard ADF test statistic over the full sample, 

𝐴𝐴𝑁𝑁𝐴𝐴01 = 𝛽𝛽�0,1
𝑠𝑠.𝑒𝑒.�𝛽𝛽�0,1�

.9 In order to deal with the effect of a collapse occurring within sample on the 

performance of the standard right-tailed ADF test (𝐴𝐴𝑁𝑁𝐴𝐴01), Phillips and Yu (2011) proposed a 

recursive estimation of the ADF regression equation in (22) with a forward expanding 

estimation subsample where the end of the subsample 𝑓𝑓2 increases from 𝑓𝑓0 ∈ (0,1) (the fixed 

minimum size for the initial window) to one (the last available observation). The starting point 

of each estimation is kept fixed at 𝑓𝑓1 = 0, so the expanding window size of the regression (over 

the normalized sample) is simply given by 𝑓𝑓𝑤𝑤 = 𝑓𝑓2. Then, incrementing the window size 𝑓𝑓2 ∈

[𝑓𝑓0, 1] with one additional observation at a time, the recursive estimation of the ADF regression 

                                                            
9 Evans (1991) shows through simulation methods that non-recursive unit root tests like 𝐴𝐴𝑁𝑁𝐴𝐴01 (and cointegration 
tests as well) have low power and frequently cannot reject the null of no explosive behavior even when present in 
the data. Nonlinear dynamics, such as those displayed by mildly explosive processes, may lead the standard right-
tailed ADF test to findings of spurious stationarity. This is because increases followed by downward corrections 
make the process appear mean-reverting and stationary in finite samples even when it is not. 
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equation in (22) over the forward expanding subsample yields a sequence of 𝐴𝐴𝑁𝑁𝐴𝐴0
𝑣𝑣2 = 𝛽𝛽�0,𝑟𝑟2

𝑠𝑠.𝑒𝑒.�𝛽𝛽�0,𝑟𝑟2�
 

statistics. The Phillips et al. (2011) test statistic, called Sup ADF (SADF), is defined as the 

supremum value of the sequence of 𝐴𝐴𝑁𝑁𝐴𝐴0
𝑣𝑣2  statistics expressed as 𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴(𝑓𝑓0) = 𝑠𝑠𝑠𝑠𝑠𝑠

𝑣𝑣2∈[𝑣𝑣0,1]  𝐴𝐴𝑁𝑁𝐴𝐴0
𝑣𝑣2. 

The rolling-window structure of the 𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴(𝑓𝑓0) test leads to improved power in detecting mildly 

explosive behavior relative to that of the standard 𝐴𝐴𝑁𝑁𝐴𝐴01 test. Furthermore, Homm and 

Breitung (2012) show through simulation experiments that the 𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴(𝑓𝑓0) test generally 

outperforms alternative testing methods commonly used to detect a single structural break in 

the persistence of the process from I(1) to explosive. The alternative tests considered by Homm 

and Breitung (2012) perform well only when the series becomes explosive but never bursts 

within sample. While the 𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴(𝑓𝑓0) test performs better because it deals with series where 

explosiveness occurs and collapses in-sample, its power and its performance deteriorate in the 

presence of recurring (more than once) and periodically-collapsing episodes of exuberance, as 

established in Phillips et al. (2015a,b). 

Phillips et al. (2015a,b) proposed another recursive (right-tailed) unit root test, the Generalized 

SADF (GSADF). The GSADF approach builds on the forward expanding estimation subsample 

strategy of the SADF procedure, but allows the subsample starting point 𝑓𝑓1 to change. This 

additional margin of flexibility in the estimation window of the 𝐺𝐺𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴(𝑓𝑓0) results in substantial 

power gains, consistent with multiple and periodically-collapsing episodes of explosiveness in 

the data.  

The initial window size 𝑓𝑓0 satisfies that 𝑓𝑓0 < 𝑓𝑓2, while the expanding window size of the 

regression (over the normalized sample) is defined as 𝑓𝑓𝑤𝑤 = 𝑓𝑓2 − 𝑓𝑓1. Incrementing the window 

size 𝑓𝑓2 ∈ [𝑓𝑓0, 1] with an additional observation at a time over each starting point of the sample 

𝑓𝑓1 ∈ [0, 𝑓𝑓2 − 𝑓𝑓0], the recursive estimation of the ADF regression equation in (22) yields a 

sequence of 𝐴𝐴𝑁𝑁𝐴𝐴𝑣𝑣1
𝑣𝑣2 = 𝛽𝛽�𝑟𝑟1,𝑟𝑟2

𝑠𝑠.𝑒𝑒.�𝛽𝛽�𝑟𝑟1,𝑟𝑟2�
 statistics. The Phillips et al. (2015a,b) test statistic—the 

Generalized SADF (GSADF)—is defined as the supremum value of the sequence of 𝐴𝐴𝑁𝑁𝐴𝐴𝑣𝑣1
𝑣𝑣2  

statistics expressed as follows 
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𝐺𝐺𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴(𝑓𝑓0) = 𝑠𝑠𝑠𝑠𝑠𝑠
𝑣𝑣1∈[0,𝑣𝑣2−𝑣𝑣0] �

𝑠𝑠𝑠𝑠𝑠𝑠
𝑣𝑣2∈[𝑣𝑣0,1]𝐴𝐴𝑁𝑁𝐴𝐴𝑣𝑣1

𝑣𝑣2�.                                            (23) 

Under the I(1) null, the limit distribution of the 𝐺𝐺𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴(𝑓𝑓0) statistic is given by 

𝑠𝑠𝑠𝑠𝑠𝑠
𝑣𝑣1∈[0,𝑣𝑣2−𝑣𝑣0],𝑣𝑣2∈[𝑣𝑣0,1]  

⎩
⎨

⎧1
2𝑣𝑣𝑤𝑤�𝑊𝑊(𝑣𝑣2)2−𝑊𝑊(𝑣𝑣1)2−𝑣𝑣𝑤𝑤�−∫ 𝑊𝑊(𝑣𝑣)𝑑𝑑𝑣𝑣[𝑊𝑊(𝑣𝑣2)−𝑊𝑊(𝑣𝑣1)]𝑟𝑟2

𝑟𝑟1

𝑣𝑣𝑤𝑤
1
2�𝑣𝑣𝑤𝑤 ∫ 𝑊𝑊(𝑣𝑣)2𝑑𝑑𝑣𝑣𝑟𝑟2

𝑟𝑟1
−�∫ 𝑊𝑊(𝑣𝑣)𝑑𝑑𝑣𝑣𝑟𝑟2

𝑟𝑟1
�
2
�

1
2

⎭
⎬

⎫
. Whenever 𝐺𝐺𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴(𝑓𝑓0) 

exceeds the corresponding right-tailed critical value from its limit distribution, the unit root 

hypothesis is rejected in favor of mildly explosive behavior. The rolling-window structure of the 

𝐺𝐺𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴(𝑓𝑓0) test leads to improved power in detecting recurring episodes of mildly explosive 

behavior relative to what could be achieved with the standard 𝐴𝐴𝑁𝑁𝐴𝐴01 test and with the 

𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴(𝑓𝑓0) test. For that reason, we favor the GSADF approach in this study. 

 

3.2 Date-Stamping under the GSADF Approach 

If the null of a unit root in 𝑦𝑦𝑡𝑡 is rejected, then the GSADF procedure can be used to obtain a 

chronology of exuberance in the data. Phillips et al. (2015a,b) and Pavlidis et al. (2016) 

recommend establishing a chronology with a dummy variable 𝐸𝐸𝐸𝐸𝑀𝑀𝑖𝑖,𝑡𝑡 for a given series 𝑖𝑖 that 

takes the value of 1 during an episode of exuberance and 0 otherwise, i.e., 𝐸𝐸𝐸𝐸𝑀𝑀𝑖𝑖,𝑡𝑡 =

�
0, if 𝐵𝐵𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴𝑖𝑖,𝑡𝑡(𝑓𝑓0) < 𝑠𝑠𝑐𝑐𝑐𝑐𝑡𝑡𝛼𝛼 ,
1, if 𝐵𝐵𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴𝑖𝑖,𝑡𝑡(𝑓𝑓0) > 𝑠𝑠𝑐𝑐𝑐𝑐𝑡𝑡𝛼𝛼 . Inference about the explosiveness of the process 𝑦𝑦𝑡𝑡 at observation 

𝑡𝑡 = ⌊𝑓𝑓2𝑇𝑇⌋ is based on comparing the Backward Sup ADF (BSADF) statistic (𝐵𝐵𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴𝑖𝑖,𝑡𝑡(𝑓𝑓0)) for 

that observation against the corresponding 100(1 − 𝛼𝛼)% critical value of the Sup ADF (𝑠𝑠𝑐𝑐𝑐𝑐𝑡𝑡𝛼𝛼) 

based on 𝑡𝑡 = ⌊𝑓𝑓2𝑇𝑇⌋ observations, a sample size of 𝑇𝑇 observations, and a significance level of 𝛼𝛼. 

The Backward Sup ADF (BSADF) statistic for country i, 𝐵𝐵𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴𝑖𝑖,𝑡𝑡(𝑓𝑓0) = 𝑠𝑠𝑠𝑠𝑠𝑠
𝑡𝑡=⌊𝑣𝑣2𝑇𝑇⌋,𝑣𝑣1∈[0,𝑣𝑣2−𝑣𝑣0]  𝐴𝐴𝑁𝑁𝐴𝐴𝑖𝑖,𝑣𝑣1

𝑣𝑣2 , relates 

to the country i GSADF statistic as follows: 𝐺𝐺𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴𝑖𝑖(𝑓𝑓0) = 𝑠𝑠𝑠𝑠𝑠𝑠
𝑣𝑣2∈[𝑣𝑣0,1]𝐵𝐵𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴𝑖𝑖,𝑡𝑡=⌊𝑣𝑣2𝑇𝑇⌋(𝑓𝑓0).10 

                                                            
10 The distributions of these test statistics is non-standard and depends on the minimum window size 𝑓𝑓0. Hence, 
finite sample critical values are obtained through Monte Carlo simulations by generating 2000 replications of a 
driftless random walk process with 𝑊𝑊(0,1) errors. Additional information on the bootstrap procedure to derive the 
critical values can be found in Phillips et al. (2015a,b) and Pavlidis et al. (2016). 
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Following the recommendation of Phillips et al. (2015a,b) and Pavlidis et al. (2016), we set a 

minimum duration for each episode of exuberance in constructing 𝐸𝐸𝐸𝐸𝑀𝑀𝑖𝑖,𝑡𝑡—that is, an episode 

of exuberance must last for at least a fraction ln(𝑇𝑇)
𝑇𝑇

 for a series of sample size 𝑇𝑇 of consecutive 

periods. This allows exclusion of very short occurrences. The origination date of the period of 

exuberance is defined as the first observation for which the BSADF statistic exceeds its critical 

value, while the termination date corresponds to the first observation for which the BSADF falls 

below its critical value for a minimum fraction of ln(𝑇𝑇)
𝑇𝑇

 consecutive periods. The consistency of 

this dating strategy in the presence of one or multiple explosive periods that are periodically 

collapsing is established in Phillips et al. (2015a,b). 

 

4. Main Empirical Findings 

Time series showing boom-bust episodes, like real house prices, feature two important 

properties: First, they are nonlinear (because they burst) and, second, they are explosive during 

their boom phase. We can draw inferences about the role of financial spillovers by exploiting 

the second property of periodically-collapsing episodes of exuberance (i.e., of mildly explosive 

dynamics) using the GSADF approach for detection and date-stamping developed by Phillips et 

al. (2015a,b). 

We evaluate the performance of the (right-tailed) unit root tests discussed in the previous 

section to establish a precise chronology of episodes of exuberance in international housing 

markets. The relevant empirical question becomes: What financial drivers, if any, account for 

the chronology of exuberance in international housing markets? Our paper’s empirical 

contribution is examining the predictive ability of financial variables on episodes of exuberance 

suggested by our theory of arbitrage among alternative asset classes and financial spillovers. 

With the findings at hand, we conclude that there is evidence of financial propagation with 

nonlinear impacts on the probability of an episode of exuberance occurring. 

Our analysis of housing market data is particularly relevant because of the significance of the 

housing cycle on broad real economic activity—the widespread boom-bust housing cycle that 
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preceded the 2008–09 global recession being a prime example. However, we also point out 

here that our approach is an important one in financial econometrics and generally relevant to 

monitor a wide range of asset markets and not solely housing. 

 

4.1 A Chronology of Exuberance in International Real House Prices 

Our empirical investigation is based on cross-country real house price data from the Federal 

Reserve Bank of Dallas’ International House Price Database (Mack and Martínez-García (2011)). 

Data are at a quarterly frequency and cover 23 (mostly advanced) countries between first 

quarter 1975 and fourth quarter 2015, with the corresponding country PCE deflator applied.11 

We detect and date-stamp periods of exuberance for each country’s index of real house prices 

using the GSADF methodology described in section 3. 

We set the minimum window size 𝑓𝑓0 to ensure a minimum window of ⌊𝑓𝑓0𝑇𝑇⌋ = 25 quarterly 

observations for each house-price time series. This is consistent with the rule-of-thumb of 

Phillips et al. (2015a,b), i.e. 𝑓𝑓0 = 0.01 + 1.8
√𝑇𝑇

 for our real house price series that have sample size 

𝑇𝑇 of 164 observations. Our results from implementing the GSADF approach are based on four 

lags in the ADF regression, i.e., 𝑘𝑘 = 4. However, the findings do not appear very sensitive to the 

choice of 𝑓𝑓0 or the lag length for that matter. 

Table 1 reports the GSADF test statistics for the real house price indices of the 23 countries in 

our dataset, as well as the corresponding finite-sample critical values. These results show that, 

except for South Korea, there is empirical evidence of exuberance in all other countries in our 

sample to conventional statistical levels. We detect exuberance at the 10 percent level for 

France and Israel based on this test, and at either 1 percent or 5 percent statistical significance 

for all other countries. 

 

                                                            
11 The national house price indices are those most consistent with the quarterly U.S. house price index for existing 
single-family houses produced by the Federal Housing Finance Agency. This database can be accessed publicly at: 
http://www.dallasfed.org/institute/houseprice/  

http://www.dallasfed.org/institute/houseprice/
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Table 1. Dallas Fed’s Real House Prices: GSADF Test Results 

Panel A: GSADF Test Statistics 
Australia 6.110*** Japan 5.013*** 
Belgium 3.450*** S. Korea -0.130 
Canada 4.061*** Luxembourg 5.278*** 
Switzerland 4.091*** Netherlands 4.064*** 
Germany 3.515*** Norway 2.533** 
Denmark 3.186*** New Zealand 3.051*** 
Spain 2.408** Sweden 5.178*** 
Finland 2.357** U.S. 4.243*** 
France 2.055* S. Africa 3.807*** 
U.K. 3.143*** Croatia 2.244** 
Ireland 6.781*** Israel 1.849* 
Italy 2.800***    Aggregate 2.910*** 

Panel B: GSADF Critical Values 
90% 1.766  1.766 
95% 2.065  2.065 
99% 2.670  2.670 

Notes: *, **, and *** denote statistical significance at the 10, 5, and 1 percent significance levels respectively. All 
results are for autoregressive lag length k=4. 
Sources: Federal Reserve Bank of Dallas’ International House Price Database and authors’ calculations. 
 

We then establish a chronology of periods of exuberance for each country using the GSADF 

date-stamping strategy. In so doing, we summarize our findings with a 𝐸𝐸𝐸𝐸𝑀𝑀𝑖𝑖,𝑡𝑡 with all countries 

𝑖𝑖 = 1, … ,23 in our sample that takes the value of 1 during an episode of exuberance in real 

house prices and 0 otherwise, i.e., 𝐸𝐸𝐸𝐸𝑀𝑀𝑖𝑖,𝑡𝑡 = �
0, if 𝐵𝐵𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴𝑖𝑖,𝑡𝑡(𝑓𝑓0) < 𝑠𝑠𝑐𝑐𝑐𝑐𝑡𝑡𝛼𝛼 ,
1, if 𝐵𝐵𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴𝑖𝑖,𝑡𝑡(𝑓𝑓0) > 𝑠𝑠𝑐𝑐𝑐𝑐𝑡𝑡𝛼𝛼 , where inference about 

the explosiveness of the process for the country’s real house price at observation 𝑡𝑡 = ⌊𝑓𝑓2𝑇𝑇⌋ is 

given by comparing the BSADF statistic (𝐵𝐵𝑆𝑆𝐴𝐴𝑁𝑁𝐴𝐴𝑖𝑖,𝑡𝑡(𝑓𝑓0)) against the corresponding 100(1 − 𝛼𝛼)% 

critical value of the Sup ADF (𝑠𝑠𝑐𝑐𝑐𝑐𝑡𝑡𝛼𝛼) based on 𝑡𝑡 = ⌊𝑓𝑓2𝑇𝑇⌋ observations. Our sample size is 𝑇𝑇 =

164 quarterly observations for each country, and we set the significance level 𝛼𝛼 for date-

stamping at a conventional 95 percent level. 

As noted in section 3, we follow the recommendation of Phillips et al. (2015a,b) and Pavlidis et 

al. (2016) and set a minimum duration for each episode of exuberance in constructing 𝐸𝐸𝐸𝐸𝑀𝑀𝑖𝑖,𝑡𝑡 

that excludes very short episodes. For our house price time series of 𝑇𝑇=164 quarterly 
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observations by country, the minimum duration that we adhere to—a fraction ln(𝑇𝑇)
𝑇𝑇

 of the 

𝑇𝑇=164 observations—is five quarters. 

Our chronology is illustrated graphically in Chart 1. The GSADF methodology does not detect 

exuberance for South Korea at conventional statistical levels (as shown in Table 1). While we 

reject the null for Croatia at the 5 percent significance level, the GSADF date-stamping strategy 

only detects very short-lived episodes of exuberance that are ultimately dismissed. For all other 

countries, we detect at least one episode of exuberance and, in fact, two or more episodes 

appear in nine out of the 23 countries in our sample—Australia, Switzerland, Spain, Finland, 

United Kingdom, Ireland, Japan, Luxembourg, and New Zealand. 
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Chart 1. Chronology of Episodes of Exuberance in Real House Prices

Notes: Shaded areas indicate periods of exuberance determined by the GSADF methodology.
Sources: Federal Reserve Bank of Dallas' international house price database; authors' calculations.
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4.2 Understanding the Impact of Financial Spillovers 

We detect (mildly) explosive behavior in house prices applying recursive right-tailed unit root 

tests—in particular, the univariate GSADF test that performs well in the presence of multiple 

periodically-collapsing episodes of exuberance. However, the implications of rejecting the null 

under the GSADF procedure must still be interpreted with caution because (mildly) explosive 

episodes do not provide conclusive evidence of non-fundamental behavior, i.e., bubbles. 

Factors other than bubbles can generate explosive dynamics—such as the type of financial 

shocks (risk-spread shocks) and financial spillover mechanics investigated in section 2. Thus, 

caution should be applied when interpreting our results on international house prices, 

summarized in Table 1 and Chart 1. 

To empirically isolate evidence of non-fundamental behavior in the data, one approach is to 

derive the fundamental housing price from theory and then test whether deviations between 

the actual and the fundamentals-based price (𝑃𝑃𝑡𝑡 − 𝑃𝑃𝑡𝑡∗) display mildly explosive behavior.12 The 

drawback of this strategy is the presumption that the correct model is applied to describe the 

fundamental-based price (𝑃𝑃𝑡𝑡∗). Omitted variables, measurement error in fundamentals, or 

simply model misspecification can bias the interpretation of (mildly) explosive behavior tests 

simply because rejecting the null may indicate the presence of rational bubbles in the data, 

some form of misspecification, or both (Flood and Garber (1980); Hamilton and Whiteman 

(1985); Gurkaynak (2008)). This is an example of the well-known joint-hypothesis testing 

problem. 

We adopt an alternative strategy. Our identifying assumption does not impose a particular 

model tying fundamentals to house prices, but instead relies on a generic implication that holds 

true for a large class of asset-pricing models of housing: (Mildly) explosive dynamics arising 

from non-fundamental behavior ought to be unpredictable by their nature, while those that 

spill over from fundamentals such as financial variables must be predictable. The logic of our 

analysis is that episodes of (mildly) explosive dynamics such as those shown in Chart 1, if they 

                                                            
12 Based on the rational-expectations solution to the present-value model implied by the difference equation (9) in 
section 2: a fundamental component, 𝑃𝑃𝑡𝑡∗, and a periodically-collapsing rational bubble, 𝐵𝐵𝑡𝑡, such that 𝑃𝑃𝑡𝑡 = 𝑃𝑃𝑡𝑡∗ + 𝐵𝐵𝑡𝑡 
(Blanchard and Watson (1982); Sargent (1987); Diba and Grossman (1988a, 1988b); Evans (1991)). 
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are non-fundamental driven, could only be anticipated by their precedents in previous periods 

and not necessarily by any fundamentals. 

To implement our strategy, we first use the date-stamping approach recommended by Phillips 

et al. (2015a,b) and Pavlidis et al. (2016) under the GSADF methodology to establish the 

timeline of episodes of exuberance in international real house prices seen in Chart 1. Then, we 

employ a dynamic logit model with lagged instances of exuberance to assess the in-sample 

predictive ability of financial variables suggested by our theory of financial spillovers and other 

well-known housing-market and macro fundamentals. This strategy partly mitigates the 

inconclusive nature of tests of (mildly) explosive behavior by allowing evaluation of the 

predictive ability of fundamentals related to our financial spillovers theory.13 

The dependent variable of the logit model is a dummy variable 𝐸𝐸𝐸𝐸𝑀𝑀𝑖𝑖,𝑡𝑡 for all countries 𝑖𝑖 =

1, … ,23 that takes the value of 1 during an episode of exuberance in real house prices and 0 

otherwise, as indicated in subsection 4.1. The dynamic logit is then expressed as 

𝑃𝑃�𝐸𝐸𝐸𝐸𝑀𝑀𝑖𝑖,𝑡𝑡 = 1�𝐸𝐸𝐸𝐸𝑀𝑀𝑖𝑖,𝑡𝑡−1, 𝑥𝑥𝑖𝑖,𝑡𝑡′ � = 𝑙𝑙𝑐𝑐𝑙𝑙𝑖𝑖𝑠𝑠𝑡𝑡𝑖𝑖𝑐𝑐�𝐸𝐸𝐸𝐸𝑀𝑀𝑖𝑖,𝑡𝑡−1𝛽𝛽𝑒𝑒𝑒𝑒𝑠𝑠 + 𝑥𝑥𝑖𝑖,𝑡𝑡′ 𝛽𝛽𝑒𝑒�,                        (24) 

where 𝑙𝑙𝑐𝑐𝑙𝑙𝑖𝑖𝑠𝑠𝑡𝑡𝑖𝑖𝑐𝑐(. ) refers to the logistic(0,1) cumulative distribution function. The model 

includes a dummy for one-quarter lagged exuberance 𝐸𝐸𝐸𝐸𝑀𝑀𝑖𝑖,𝑡𝑡−1 to model the persistence of 

explosiveness and a vector 𝑥𝑥𝑖𝑖,𝑡𝑡′  of observable fundamentals used as predictors for each of the 

countries 𝑖𝑖 = 1, … ,23 in our dataset. If explosiveness in the data results only from non-

fundamental behavior, we expect the likelihood of identifying a period of (mildly) explosive 

behavior in-sample to be a function solely of lagged exuberance 𝐸𝐸𝐸𝐸𝑀𝑀𝑖𝑖,𝑡𝑡−1. We augment this 

simple dynamic logit model with the vector of observed fundamentals 𝑥𝑥𝑖𝑖,𝑡𝑡′  to evaluate the 

extent of fundamental-based explosiveness and financial spillovers. 

                                                            
13 With this strategy, we evaluate empirically the contribution—if any—of specific fundamentals to explain the 
observed patterns of (mildly) explosive behavior. Still, evidence that observed fundamentals are not statistically-
significant does not establish that episodes of exuberance in-sample must arise from rational bubbles due to 
possible omitted variables, measurement error, etc. We only argue that observed fundamentals for which we 
reject the null appear to explain some of the evidence of (mildly) explosive behavior that we detect and date-
stamp in the data. 
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The predictors in 𝑥𝑥𝑖𝑖,𝑡𝑡′  include quarter-over-quarter changes in real personal disposable income 

per capita from the Federal Reserve Bank of Dallas’ International House Price Database, 

capturing a key housing-demand-side fundamental that is viewed as anchoring the housing 

market over the long-run. Other predictors are the unemployment rate, real quarter-over-

quarter GDP growth and headline quarter-over-quarter CPI inflation, which are indicators of the 

national business cycle; the global measure of real economic activity proposed by Kilian (2009) 

and West Texas Intermediate oil prices deflated with U.S. headline CPI to account for the state 

of the global business cycle. 

Among the predictors in 𝑥𝑥𝑖𝑖,𝑡𝑡′  we also include financial variables most directly related to our 

theory of financial spillovers. These include the spread between the long- and short-term 

interest rates (which proxies the slope of the yield curve and indicates market expectations of 

future policy rates); long-term interest rates net of realized headline CPI inflation (to proxy for 

real mortgage rates and provide a financial measure of the opportunity costs of investing in 

housing); and quarter-over-quarter changes in stock market valuations deflated with the 

corresponding CPI (in order to incorporate an alternative asset class that directly influences 

households’ financial wealth). 

Furthermore, we also consider propagation through domestic and external borrowing, 

including in 𝑥𝑥𝑖𝑖,𝑡𝑡′  the quarter-over-quarter changes in credit to the private sector and in the 

current account deflated with the CPI as well as the current-account-to-GDP ratio. These later 

items recognize that an expansion of private credit or capital inflows from abroad can lead to 

asset price and housing boom and busts. We also investigate the predictive ability of factors 

that can broadly affect the economically-relevant risk-spreads in financial markets. Similarly, we 

include in 𝑥𝑥𝑖𝑖,𝑡𝑡′  macro volatility (Chicago Board Options Exchange’ VIX) and measured policy 

uncertainty (from PolicyUncertainty.com)—which are thought to be priced into the risk-spreads 

for discounting housing. Due to data availability, we proxy measured policy uncertainty with the 

corresponding series for U.S. policy uncertainty. 

Our full dataset runs from first quarter 1986 until fourth quarter 2015. To specify the 

benchmark panel dynamic logit model, we start with a general specification including all our 
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explanatory variables and fixed-effects, with bootstrapped standard errors. This model is 

sequentially reduced by deleting the insignificant variable with the highest p-value following 

each iteration until all remaining variables appear statistically significant. We report this 

benchmark specification in Column M1 in Table 2, which includes two financial variables 

directly relevant to our theory of financial spillovers—the spread between long- and short-term 

interest rates, to proxy the yield curve slope, and quarter-over-quarter changes in stock market 

valuations deflated with the corresponding CPI, as an alternative asset class return proxy 

directly tied to households’ financial wealth. Apart from these financial variables, we find 

evidence that fundamentals largely related to housing demand also have predictive power in-

sample. This result suggests that explosiveness in housing fundamentals partially shows up 

during instances of exuberance in real house prices. It is also consistent with the theory of 

spillovers through financial arbitrage laid out in section 2. 

We also report in Table 2 the benchmark model (M1) under alternative estimation strategies. 

Column M2 implements a dynamic pooled logit model with the same predictors as M1, a 

constant, and-country-clustered standard errors. Similarly, Column M3 estimates the 

benchmark model with the same predictors as M1, random-effects, and country-clustered 

standard errors. Columns M4 and M5 estimate the same specification as M2 and M3, 

respectively, but using the probit instead of the logit framework for the estimation. The 

interpretation of the results for alternatives M2-M5 may vary a bit, yet the key message 

remains on the statistical significance and sign of the four fundamental variables included in 

M1, the interest rate spread and real stock market growth in particular. 

These results support the view that the spread of the yield curve—and to a lesser extent, real 

stock market growth—appear to have some predictable power in-sample. We conclude that 

apart from lagged exuberance, the key explanatory variables are alternative investment asset 

classes that can lead to financial spillovers and propagation (which apart from the yield spread 

is captured by real stock market valuations) and real personal disposable income per capita and 

inflation (which play a substantial role in mapping housing demand). 
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Table 2. Estimation Results for the Panel Dynamic Logit and Probit Models 

 Logit Probit 
 M1 M2 M3 M4 M5 
Lagged exuberance 7.02*** 7.56*** 7.56*** 3.97*** 3.97*** 
Interest rate spread 0.31*** 0.29*** 0.29*** 0.12*** 0.12*** 
Real stock growth 0.04*** 0.03*** 0.03*** 0.01*** 0.01*** 
RPDI per capita growth 0.45*** 0.39*** 0.39*** 0.18*** 0.18*** 
CPI inflation rate -0.15*** -0.15*** -0.15*** -0.07*** -0.07*** 
Fixed-effects Yes -- -- -- -- 
Random-effects -- -- Yes -- Yes 
Constant-only -- Yes -- Yes -- 
Country-cluster s.e. --- Yes Yes Yes Yes 
McFadden’s R2 0.83 0.82 0.80 0.82 0.80 

Notes: *, **, and *** denote statistical significance at the 10, 5, and 1 percent significance levels respectively. All 
results underlying the detection and date-stamping of exuberance are for autoregressive lag length k=4 with the 
initial window set from first quarter of 1975 to first quarter of 1982. Our strongly balanced panel includes 
dummies for exuberance on each of the 23 countries in the International House Price Database and nearly 
complete data on a large selection of covariates covering the period from the first quarter of 1986 to the fourth 
quarter of 2015. The covariates include growth in real per capita personal disposable income (RPDI), headline CPI 
inflation, interest rate spreads, changes in real stock market valuations, changes in the West Texas Intermediate 
index of oil prices deflated with U.S. CPI, the U.S. economic policy uncertainty index from PolicyUncertainty.com, 
the CBOE market volatility index (VIX extended with the VOX, old method data), and other standard macro 
variables (real GDP growth, the unemployment rate, long-term rates net of realized CPI inflation, private real credit 
growth, the current-account-to-GDP ratio, growth in the real current account, and the measure of global economic 
conditions of Kilian (2009)). 
We fit a dynamic panel logit model with fixed-effects and bootstrapped standard errors (s.e.) (M1). We report the 
results of a parsimonious specification of this benchmark after recursively eliminating the non-statistically 
significant variables with the highest p-values one by one. Our benchmark (M1), apart from lagged exuberance, 
only includes real per capita personal disposable income (RPDI) growth, headline CPI inflation, interest rate 
spreads, and changes in real stock market valuations. We also report results for a dynamic panel logit with the 
same covariates as M1, a constant, and country-clustered s.e. (M2); a dynamic panel logit with the same covariates 
as M1, random-effects, and country-clustered s.e. (M3); a dynamic panel probit with the same covariates as M1, a 
constant, and country-clustered s.e. (M4); and a dynamic panel probit with the same covariates as M1, random-
effects, and country-clustered s.e. (M5). 
Sources: Federal Reserve Bank of Dallas’ International House Price Database, National Sources (Central Banks and 
Statistical Offices), Bank for International Settlements, Wall Street Journal, Kilian (2009), Chicago Board Options 
Exchange (CBOE), PolicyUncertainty.com, Haver Analytics, and authors’ calculations. 
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These findings, based on the available international evidence, reinforce our key theoretical 

prediction that financial spillovers play a substantial role in the occurrence of episodes of 

exuberance in housing markets. We argue that time-variation in the spreads is an important 

factor in explaining (mildly) explosive behavior in real house prices across a large selection of 

countries. The mechanism is consistent with the theory of financial spillovers presented in 

section 2—episodes of explosiveness arise from time-variation in the discount factor and this, 

in turn, appears largely driven by the spreads in interest rates, which price an important time-

varying risk-premium. However, financial spillovers do not occur solely through bond markets 

as indicated by our observed interest rate spread but also through other asset classes 

prominent in the portfolios of households and investors (notably stocks). 

Finally, we report the evidence on the conditional predictive margins for both interest rate 

spreads and real stock market growth in Chart 2 (when fixed-effects are set to zero). The 

findings shown in these plots suggest that higher interest spreads tend to be associated with a 

larger probability of exuberance in housing markets conditional on no-exuberance in the 

preceding period. This is consistent with the illustration of an unanticipated risk-spread shock 

and its transmission effects into explosiveness of real house prices. In turn, we also find no 

significant role for interest rate spreads on the probability of exuberance whenever there is 

evidence of exuberance in the previous period. Our findings for real stock market growth are 

analogous in this regard to those obtained with the spread. This showcases that the mechanism 

at play through financial spillovers can be powerful and act as a trigger to generate explosive 

dynamics in real house prices. Thus, we recognize theoretically and empirically that financial 

spillovers can be crucial for monitoring developments in housing markets. 
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Chart 2. Conditional Predictive Margins for the Financial Variables Conditional on Lagged Exuberance 

with 95% Confidence Intervals (Benchmark Model M1) 
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5. Concluding Remarks 

The relevance of financial variables and financial spillovers for detecting periods of exuberance 

(mildly explosive) was explored, using real house price data from the Federal Reserve Bank of 

Dallas’ International House Price Database (Mack and Martínez-García (2011)). We find that by 

exploiting financial variables and particularly interest rate spreads and the evolution of the 

stock market, we can more successfully monitor the emergence of such episodes in housing 

markets. Our findings also suggest that financial spillovers and asset-market fundamentals are 

amongst the deep causes of the mildly explosive behavior detected in asset prices (housing in 

particular) by recursive right-tailed unit root tests. 

We provide both a stylized model of financial spillovers as well as empirical evidence of the 

spillover effects arising from alternative investment opportunities. Thus, we recognize that the 

collection and analysis of financial data and financial spillovers can be of crucial importance 

when monitoring housing market developments across different economies. More generally, 

this may warrant increased attention to financial conditions broadly, but also a more thorough 

assessment of fundamentals in monitoring mildly explosive real house price behavior. Our 

analysis here suggests that, indeed, non-fundamental behavior (bubbles) is not the sole 

explanation for the periods of exuberance observed in the international housing market data. 

Finally, the existing literature indicates that the GSADF test is substantially more powerful than 

the SADF test and, even more so than the standard (right-tailed) ADF test. The recursive 

implementation over many subsamples appears key for this result. However, detecting mildly 

explosive behavior—let alone evidence of explosiveness that arises from a bubble—remains a 

fertile area of research. More research on improving the available toolkit for detection (and 

date-stamping) such episodes in asset markets could enhance our ability to monitor housing 

markets. 
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Appendix. Recursive Implementation of the Right-Tailed ADF Tests 

In this paper we implement a right-tailed unit root test designed to detect the presence of 
periods of mildly explosive behavior within sample. The existing univariate recursive tests 
include: 

1. ADF 

2. Sup ADF (SADF), see Phillips et al. (2011) 

3. Generalized Sup ADF (GSADF), see Phillips et al. (2015a,b)—which we favor in our analysis 
here 

These right-tailed unit root tests differ crucially on the recursion mechanism used in their 
implementation. In order to illustrate this, we need to review some notation first. The full 
sample of 𝑇𝑇 observations is normalized on the interval [0,1]. Here, we denote 𝑓𝑓1 and 𝑓𝑓2 as the 
corresponding fractions of the sample which define the beginning and end of a given subsample 
such that 0 ≤ 𝑓𝑓1 < 𝑓𝑓2 ≤ 1. We denote by 𝑓𝑓𝑤𝑤 = 𝑓𝑓2 − 𝑓𝑓1 the window size of the regression 
estimation, while 𝑓𝑓0 is the required fixed initial window which satisfies that the subsample 
ending in 𝑓𝑓2 is such that 𝑓𝑓2 ∈ [𝑓𝑓0, 1] (i.e., 𝑓𝑓0 is the required minimum window size). 

The first test is a right-tailed version of the standard ADF unit root test. With the given notation 
for a generic recursive mechanism, the implementation of the ADF test can be represented 
graphically simply as follows: 

 

 

 

The SADF test is based on a proper recursion mechanism based on the ADF test statistics with 
an expanding window. The recursion mechanism goes as follows in this case: 

10 Sample interval

𝑓𝑓1
𝑓𝑓𝑤𝑤= 1

𝑓𝑓2

Illustration of the ADF Procedure
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The SADF test suffers from a loss of power in the presence of multiple periodically-collapsing 
occurrences of mildly explosive behavior. As a preferred alternative, Phillips et al. (2015a,b) 
suggest the GSADF test procedure which is a generalization of the SADF test that allows a more 
flexible recursion mechanism where the starting point 𝑓𝑓1 varies within the range [0, 𝑓𝑓2−𝑓𝑓0].14 
Formally, the GSADF test recursion can be illustrated as follows: 

 

 

The GSADF recursion mechanism adopts the following strategy: set 𝑓𝑓1 ∈ [0, 𝑓𝑓2−𝑓𝑓0] and 𝑓𝑓2 ∈
[𝑓𝑓0, 1]; use [𝑓𝑓1, 𝑓𝑓2] as a moving window where 𝑓𝑓𝑤𝑤 = 𝑓𝑓2 − 𝑓𝑓1 is the corresponding window width 
for each subsample; and, then, vary 𝑓𝑓1 and 𝑓𝑓2 over the full sample. 

                                                            
14 The same recursion mechanism is applied in the panel GSADF procedure of Pavlidis et al. (2016). 
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